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Abstract

This report summarises the EPIC-KITCHENS-100

2021 challenges, and their findings. It serves as an in-

troduction to all technical reports that were submitted to

the EPIC@CVPR2021 workshop, and an official announce-

ment of the winners.

1. EPIC-KITCHENS-100
In July 2020, EPIC-KITCHENS-100 was released

as the next version of the EPIC-KITCHENS dataset.
EPIC-KITCHENS-100, like its previous version EPIC-
KITCHENS-55, has a number of unique features that
distinguished its collection, including non-scripted and
untrimmed nature of the footage captured in participants’
native environments. The dataset was extended in footage,
up to 100 hours of annotated egocentric footage. More im-
portantly, the pipeline for annotations was revised and im-
proved on every step including the pause-and-talk narrator,
which increased the density and correctness of the annota-
tions. More details and statistics on EPIC-KITCHENS-100
can be found at [5]. Notably, each submission is requested
to provide their level of supervision following the proposed
Supervision Levels Scale (SLS) [9].

This report details the submissions and winners of the
2021 edition of the five challenges available on CodaLab:
Action Recognition, Action Anticipation, Action Detec-
tion, Unsupervised Domain Adaptation for Recognition and
Multi-Instance Retrieval. For each challenge, submissions
were limited per team to a maximum of 50 submissions in
total, as well as a maximum daily limit of 1 submission.
In Sec. 2, we detail the general statistics of dataset usage.
The results for all challenges are provided in Sec. 3-7. The
winners of the 2021 edition of these challenges are noted in
Sec. 8.

A snapshot of the complete leaderboard, when the
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Figure 1: Heatmap of countries based on EPIC-
KITCHENS-100 webpage view statistics.

United States 744 China 447 Japan 237
Germany 162 United Kingdom 89 India 82
Unknown 73 France 65 Canada 51
Spain 50 Netherlands 49 Singapore 44
Australia 36 Turkey 33 Italy 33
South Korea 31 Russia 16 Iran 10
Finland 8 Taiwan 7 Austria 7
Malaysia 6 Switzerland 6 Brazil 6
Greece 5 Ireland 4 Thailand 3
Israel 3 Mexico 3 Poland 3
Romania 2 Pakistan 2 Slovakia 2
Vietnam 2 Belgium 2 Croatia 2
Sweden 2 Ukraine 1 Libya 1
Belarus 1 Portugal 1 Algeria 1
Morocco 1 Myanmar 1 Argentina 1

Table 1: Downloads for EPIC-KITCHENS dataset, by
country

2021 challenge concluded on the 28th of May, is
available at http://epic-kitchens.github.io/
2021#results.

Details of the 2019 and 2020 challenges are available
from the technical reports [8] and [7].
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2. Reception and User Statistics
The release of EPIC-KITCHENS-100 was aligned with

a 2-hour webinar. The live webinar was attended by
157 researchers, and since then available from https:
//youtu.be/VraAGAxF9kc1 and watched more than
1100 times.

We are proud that the dataset’s international reach has
been further extended over the past year. Fig 1 shows page
views of the dataset’s website, based on country, while Ta-
ble 1 lists the number of unique downloads per country, ac-
cumulated over the past 3 years and the two versions of the
dataset.

In September 2020, we made 5 challenges available
in CodaLab and along with each challenge we released
codebase with pre-trained models, features and evaluation
scripts:

• Action Recognition at https://github.com/
epic-kitchens/C1-Action-Recognition:
Five pre-trained models were made available using the
codebases: TSN, TRN, TBN, TSM and SlowFast, as well
as evaluation script.

• Action Detection at https://github.com/
epic-kitchens/C2-Action-Detection: with
pre-extracted features, a baseline using BMN model and
evaluation script.

• Action Anticipation at https://github.com/
epic-kitchens/C3-Action-Anticipation
with pre-extracted features, RULSTM base model and
evaluation script.

• Unsupervised Domain Adaptation for Recognition
at https://github.com/epic-kitchens/
C4-UDA-for-Action-Recognition with pre-
extracted audio-visual features, TA3N model and
evaluation script.

• Multi-Instance Retrieval at https:
//github.com/epic-kitchens/
C5-Multi-Instance-Retrieval with features,
JPoSE model and evaluation script.

3. Action Recognition Challenge
The Action Recognition challenge has been set similar

to previous challenges [3, 16] and has been running since
2019. In both train and test sets, the start and end times
of an action are given. Correct recognition of the action
includes correctly recognising the ‘verb’ of the action as
well as the main interacting ‘noun’. For example, the action
‘put plate in sink’ would need to be recognised into the verb
class ‘put’ and the noun class ‘plate’.

Table 3 shows the entries on the challenge leaderboard
for 2021. Methods are ranked based on top-1 action ac-

1Precut version is also available at https://youtu.be/
DXy6lb06DnM

Action Recognition 32 15 147
Action Anticipation 23 13 64
Action Detection 9 4 102

UDA for Recognition 15 12 160
Multi-Instance Retrieval 6 3 21

Table 2: Number of registered teams, active teams and sub-
missions on CodaLab for the five challenges

curacy (noted by arrow), which was used to decide on the
overall rank. The top-3 submissions are highlighted in
bold. Shaded lines reflect the baseline models. All but one
method outperformed the best performing baseline, with
the top method improving over the EPIC TSM FUSION
baseline by +5.32%, +11.43% and +10.80% for VERB,
NOUN and ACTION Top-1 Accuracy, respectively. We
next describe the contributions of each of the teams, based
on their technical reports.

3.1. Technical Reports

Technical reports for the Action Recognition challenge,
in order of their overall rank on the public leaderboard, are:
SCUT - JD (Rank 1) is the top ranking entry. This work
employs an ensemble based approach, consisting of four
different SlowFast [10] backbones, where the backbones are
trained for predicting nouns, verbs, actions, and noun/verb
pairs. The outputs of these models receive a positional
encoding, and are then passed through a proposed Trans-
former [19] based Fusion Block, resulting in six model out-
puts. During training, each of these outputs are passed
through a single fully-connected layer to predict noun, verb
and action scores, whilst during testing the scores are aver-
aged across the six outputs.
NUS-HUST-THU-Alibaba (Rank 2) describes an ensem-
ble of Video Vision Transformers (ViViT) [1] and CNNs
to achieve a strong performance on the action recogni-
tion challenge, coming 2nd place overall. This work fo-
cuses on understanding how to best utilise ViViT for the
EPIC-KITCHENS-100 dataset, conducting a detailed ex-
ploration of augmentations, input resolutions, network ini-
tialisation and data quality. As well as ViViT, the work in-
vestigates the performance of CNN approaches, CSN [18]
and SlowFast [10], observing that both convolution based
models outperform ViViT on nouns. Justified by the differ-
ent strengths of the Transformer and CNN based models, an
ensemble is created with multiple ViViT, CSN, and Slow-
Fast models, giving the final predictions.
SAIC-FBK-UB (Rank 3) proposes an ensemble of Gate-
Shift-Fuse Networks (GSF), where GSF is an extension
of [17], and XViT [2]. GSF is a CNN architecture that ex-
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Submissions SLS Overall% Unseen% Tail%
Rank Team Entries Date PT TL TD VERB NOUN ACTIONN VERB NOUN ACTION VERB NOUN ACTION
1 SCUT - JD 24 06/01/21 2.0 3.0 4.0 70.64 59.23 48.70 63.50 52.65 39.81 36.13 30.31 22.15
2 NUS-HUST-THU-Alibaba 27 05/30/21 2.0 3.0 4.0 69.25 60.31 48.49 62.92 54.11 39.49 33.95 33.06 22.70
3 SAIC-FBK-UB 8 005/29/21 2.0 3.0 4.0 68.16 55.49 44.82 61.97 50.56 37.47 34.58 25.92 18.96
4 TCMT 1 06/01/21 2.0 3.0 4.0 68.20 54.97 43.32 61.58 46.93 33.77 37.37 29.83 20.98
5 lyttonhao 15 11/19/20 2.0 3.0 4.0 67.13 53.94 42.08 61.05 49.15 35.18 34.73 24.92 18.19
6 CMU-KLAB 15 05/28/21 2.0 3.0 4.0 63.82 51.12 38.73 57.71 45.62 31.48 36.05 26.26 19.25
7 NUS-UB 12 03/15/21 2.0 3.0 4.0 66.63 48.98 38.59 60.56 43.58 31.63 29.80 15.02 12.97
8 EPIC TSM FUSION 2 10/10/21 2.0 3.0 4.0 65.32 47.80 37.39 59.68 42.51 30.61 30.03 16.96 13.45
9 EPIC SLOWFAST RGB 3 01/14/21 2.0 3.0 4.0 63.79 48.55 36.81 57.66 42.55 29.27 29.65 17.11 13.45
10 EPIC TBN FUSION 7 01/27/21 2.0 3.0 4.0 62.72 47.59 35.48 56.69 43.65 29.27 30.97 19.52 14.10
11 EPIC TRN FUSION 2 10/10/20 2.0 3.0 4.0 63.28 46.16 35.28 57.54 41.36 29.68 28.17 13.98 12.18
12 kishore 1 01/15/21 0.0 3.0 3.0 60.56 47.85 34.81 55.64 42.77 29.08 33.10 22.69 15.49
13 EPIC TSN FUSION 2 10/10/20 2.0 3.0 4.0 59.03 46.78 33.57 53.11 42.02 27.37 26.23 14.73 11.43

Table 3: Results on EPIC-KITCHENS-100 Action Recognition challenge - 1 June 2021

Submissions SLS Overall% Unseen% Tail%
Rank Team Entries Date PT TL TD VERB NOUN ACTIONN VERB NOUN ACTION VERB NOUN ACTION
1 AVT-FB-UT 13 06/01/21 2.0 4.0 4.0 25.25 32.04 16.53 20.41 27.90 12.79 17.63 23.47 13.62
2 Panasonic CNSIC PSNRD 10 05/27/21 1.0 4.0 3.0 30.38 33.50 14.82 21.08 27.11 10.21 24.57 27.45 12.69
3 ICL-SJTU 4 06/01/21 1.0 4.0 3.0 36.15 32.20 13.39 27.60 24.24 10.05 32.06 29.87 11.88
4 NUS CVML 12 04/16/21 1.0 4.0 3.0 21.76 30.59 12.55 17.86 27.04 10.46 13.59 20.62 8.85
5 RULSTM-FUSION 1 09/30/20 1.0 4.0 3.0 25.25 26.69 11.19 19.36 26.87 9.65 17.56 15.97 7.92
9 EPIC CHANCE BASELINE 1 09/30/20 0.0 1.0 3.0 6.17 2.28 0.14 8.14 3.28 0.31 1.87 0.66 0.03

Table 4: Results on EPIC-KITCHENS-100 Action Anticipation challenge - 1 June 2021

tends 2D CNNs to extract spatio-temporal features, whilst
XViT is a transformer architecture applied to videos that
reduces complexity by only attending to a restricted time
window. The authors argue that these two approaches learn
distinct, but complimentary features, making them suitable
for an ensemble and providing competitive results.
TCMT (Rank 4) proposes an audio-visual transformer of
multiple neighbouring actions, in the untrimmed video,
with a primary loss that predicts the centre of the temporal
window and auxiliary losses for predicting neighbouring ac-
tions. Position and modality encodings are incorporate. The
reported results combine an ensemble of transformers with
different number of actions from 1 to 9 actions. The method
showcases the benefit of utilising the untrimmed videos and
produces very competitive results in tail classes of verbs and
nouns, in line with the approach’s motivation.
CMU-KLAB (Rank 6) combine a SlowFast style 2-path
network with a Perceiver [13] style transformer. The ap-
proach consists of two branches, where the first branch
(Main Branch) is a two-path network similar to SlowFast.
The third path (Augment Branch) takes the fused output
of the first layer of the two paths, providing them as input
into a Perceiver model. The outputs from both branches are
summed and passed through a softmax layer to produce the
final predictions.
NUS-UB (Rank 7) propose an approach to reasoning be-
tween mid level features by capturing feature representa-
tions corresponding to Regions of Interest (ROI) in the in-
put frames. The proposed approach reasons between these
representations through their Transformed Regions of Inter-

est (TROI) module, which localises features corresponding
to ROIs, and then uses a transformer architecture to relate
the feature representations across space and time.

4. Action Anticipation Challenge
The 2021 edition of the Action Anticipation challenge

has been set similarly to the 2019 and 2020 editions. Predic-
tions of upcoming actions (following an observation time)
follow the same format as that of the recognition challenge,
i.e., the participants provided recognition scores for verbs,
nouns and actions. Table 4 shows the results achieved by
the participants, along with the public leaderboard rankings.
The top-3 submissions are highlighted in bold. Shaded lines
reflect the baseline models. All submissions outperformed
the baselines. Overall, the submissions have improved over
the baselines by +10.9%, +6.81% and +5.34% for VERB,
NOUN and ACTION Overall Mean Top-5 Accuracy.

We next summarise the contributions of the participants
based on their technical reports.

4.1. Technical Reports
Technical reports for the Action Anticipation challenge,

in order of their overall rank on the public leaderboard, are:
AVT-FB-UT (Rank 1) The approach uses transformers to
model the temporal nature of the video, explicitly consider-
ing long-range relationships through attention. The antici-
pation model is designed to be used with any backbone, but
best results are obtained using a transformer-based back-
bone, which also allows to train the model end-to-end. The
model is trained in a multi-task fashion including current
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action classification and future feature prediction as auxil-
iary tasks. Final predictions are obtained with an ensemble
of different architectural variants of the model based on the
proposed approach.
Panasonic CNSIC PSNRD (Rank 2) The method adds
several optimisations to the Rolling-Unrolling LSTM
model. In particular, performance is improved by adding
label smoothing based on a pre-trained BERT language
model, applying uncertainty modelling loss, class balanced
loss, and performing test-time augmentations. The combi-
nation of these optimisations and the use of an ensemble
model allows to improve the performance of the baseline
Rolling-Unrolling LSTM model by a significant margin.
ICL-SJTU (Rank 3) This architecture is based on a
Temporal Self-Attention (TSA) model which applies self-
attention to features extracted according to different modal-
ities (RGB, optical flow, and object-based features), a
Cross-Modality Attention (CMA) module used to aggregate
modality-based representations, and a symbiotic attention
module used to encourage a coherent prediction of verbs,
nouns and actions. The model is trained using equalized
cross-entropy to deal with the long-tail distribution of the
dataset.
NUS CVML (Rank 4) The method is based on the anal-
ysis of long- and short-term features. Action anticipation
is obtained by aggregating such features using computation
modules based on non-local blocks. In particular, a cou-
pling block is used to aggregate representations from long-
and short-term past representations, whereas a temporal ag-
gregation block combined the obtained information to per-
form anticipation. Results are further improved by adding
Region of Interest (ROI) features extracted from pre-trained
TSM and TSN models. The regions of interests are obtained
by merging boxes predicted over hands and interacted ob-
jects.

5. Action Detection Challenge
The Action Detection challenge follows similar chal-

lenges in action detection [11]. Differently from the other
challenges, participants have been instructed to consider the
test videos as untrimmed, i.e., no temporal segment annota-
tions can be used at test time. The goal is to recognise all
action instances within an untrimmed video, as in [12].

Participants provided the detected temporal segments for
each test video, along with the predicted verb and noun.
Results are reported using mean Average Precision (mAP)
considering different Intersection over Union (IoU) thresh-
olds ranging from 0.1 to 0.5. Results are reported on
the whole test set. Table 5 shows the results achieved by
the participants, along with the public leaderboard rank-
ing. Methods are ranked by Average ACTION mAP. The
Top-2 submissions are highlighted in bold. Shaded lines re-
flect the baseline model. All submissions outperformed the

baselines. Overall, the submissions have improved over the
baseline by +11.83%, +15.19% and +11.71% for VERB,
NOUN and ACTION Avarage mAP.

We next summarise the contributions of the participants
based on their technical reports.

5.1. Technical Reports
Technical reports for the Action Detection challenge, in

order of their overall rank on the public leaderboard, are:
HUST-NUS-THU-Alibaba (Rank 1) The authors train a
Video Vision Transformer (ViViT) model for classification
and use its features to generate action proposal through
Boundary Matching Network (BMN). A sliding window ap-
proach is used to generate proposals uniformly, accounting
for the varying length of videos. Predicted classification
scores are sampled from each proposal and aggregated to
output verb and noun labels for each detected action seg-
ment. Soft-Non Maximum Suppression is applied to refine
the segments.
LocTransformer (Rank 2) The authors propose a single-
pass anchor-free method which represent action segments
as moments around their centre in the timeline. The model
is trained to determine if a given frame t is the centre of an
action segment and to predict the start/end offsets from t,
which localise the action in the video. The authors adopt
and Encoder-Decoder architecture. The Encoder is a Trans-
former receiving RGB features extracted with a SlowFast
backbone. The Decoder is a lightweight MLP. Soft Non
Maximum Suppression is utilised to filter the output seg-
ments.

6. Unsupervised Domain Adaptation for
Recognition Challenge

The Unsupervised Domain Adaptation for Recognition
challenge follows the same task as the Action Recogni-
tion, however, the labelled videos available during training
(source) are collected two years before the videos for testing
(target). Due to the different recording times, there is a do-
main gap between source and target. The different cameras
used, the change in location of participants and the differing
tools and activities in the domains, are all factors that con-
tribute to the drop in performance when testing on target
instead of source. The goal of this challenge is to improve
action recognition performance on target with the addition
of unlabelled target data during training. This reduces an-
notation cost as it is assumed unlabelled data is cheap to
collect in the target domain compared to annotation.

Participants were given labelled data from 12 partic-
ipants from EPIC-KITCHENS-55 as the source domain,
and unlabelled data from the same 12 participants from
the extended dataset collection in EPIC-KITCHENS-100
as the target domain. The narrations, verb, noun and ac-
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Submissions SLS Mean Average Precision (mAP)
Rank Team Entries Date PT TL TD Task @0.1 @0.2 @0.3 @0.4 @0.5 Avg.N

VERB 22.77 22.01 19.63 17.81 14.65 19.37
NOUN 26.44 24.55 22.30 19.82 16.25 21.871 ZiyuanHuang 7 05/18/21 2.0 3.0 3.0
ACTION 18.76 17.73 16.26 14.91 12.87 16.11
VERB 18.26 17.36 16.10 12.52 10.36 14.92
NOUN 15.97 14.60 13.09 10.94 8.37 12.602 LocTransformer 4 05/22/21 2.0 3.0 3.0
ACTION 8.77 8.04 7.40 6.31 5.07 7.12
VERB 11.10 9.40 7.44 5.69 4.09 7.54
NOUN 11.99 8.49 6.04 4.10 2.80 6.683 EPIC BMN SLOWFAST 1 01/10/21 2.0 3.0 3.0
ACTION 6.40 5.37 4.41 3.36 2.47 4.40

Table 5: Results on EPIC-KITCHENS-100 Action Detection challenge - 1 June 2021

Submissions SLS Target Top-1 Accuracy (%) Target Top-5 Accuracy (%)
Rank Team Entries Date PT TL TD VERB NOUN ACTIONN VERB NOUN ACTION
1 VI-I2R (chengyi) 20 05/26/21 2.0 4.0 3.0 53.16 34.86 25.00 80.74 59.30 40.75
2 M3EM 33 05/31/21 2.0 3.0 3.0 53.29 35.64 24.76 81.64 59.89 40.73
3 PoliTO-IIT (plnet) 72 06/01/21 2.0 3.0 3.0 55.22 34.83 24.71 81.64 59.89 40.73
4 EPIC TA3N 4 12/17/20 2.0 3.0 3.0 46.91 27.69 18.95 72.70 50.72 30.53
5 PyKale (xy9) 4 06/01/21 2.0 3.0 3.0 48.45 27.31 18.56 77.31 52.09 33.47
6 EPIC TA3N SOURCE ONLY 2 12/17/20 2.0 3.0 3.0 44.39 25.30 16.79 69.69 48.40 29.06

Table 6: Results on the Unsupervised Domain Adaptation for Recognition challenge

tion labels were not available in the target. Submission in-
cluded the verb and noun predictions for Target Test and
Source Test (optional), which contain videos from the do-
mains not seen during training. Table 6 shows the re-
sults achieved from the participants. All submissions out-
performed the baseline model trained only on the source
domain (EPIC TA3N SOURCE ONLY) and three submis-
sions outperformed the UDA baseline (EPIC TA3N) by at
least 5.76% action accuracy. The majority of submissions
did not submit predictions for Source Test, which were op-
tional for submission on CodaLab. This would have pro-
vided additional insights into how much each submission
improves action recognition in general compared to over-
coming the domain gap. We encourage next year’s submis-
sions to consider providing the Source Test scores.

6.1. Technical Reports

The technical reports for the Unsupervised Domain
Adaptation for Recognition challenge, in order of their
overall rank on the public leaderboard, are given in this sec-
tion. Most solutions exploited multiple modalities for do-
main adaptation, and the best performing solutions used ad-
ditional backbone architectures compared to the baselines
which used TBN.
VI-I2R (Rank 1) This method is based on the Tempo-
ral Attentive Adversarial Adaptation Network (TA3N) [4],
augmented with hand-centric features. To locate hands, a
Multi-level Entropy Attention Alignment (MEAA) [14] is
used to train the detector. Additional hand-labelled hand
bounding boxes are used, in comparison to other methods

which use pre-trained hand detectors.
M3EM (Rank 2) The main idea is that early fusion between
modalities can help improve features across modalities.
This is handled by a Multi-Modal Mutual Enhancement
Module (M3EM) module. This contains a Semantic Mu-
tual Refinement (SMR) module which finds the most trans-
ferable features, and a Cross Modality Consensus (CMC)
module which finds the most transferable regions. The best
result uses an ensemble which also includes object features,
and is guided by a hand feature extractor.
PoliTO-IIT (Rank 3) The approach is based on an audio-
visual Relative Norm Alignment Network (RNA-Net) [15]
with added flow, applied to source and target separately.
Both TA3N and RNA are used for adaptation. Additional
losses are incorporated—Temporal Hard Norm Alignment
(T-HNA) and Min-Entropy consistency (MEC) to encour-
age consistency between different modalities.
PyKale (Rank 5) The approach uses transformer encod-
ing on top of the input features to give whole video embed-
dings. Adversarial domain classification is used after fusing
results from each modality, treating each domain separately.
Results are not significantly better than TA3N, which shows
that just using a standard non-video domain adaptation tech-
nique is insufficient.

7. Multi-Instance Retrieval Challenge
The Multi-Instance Retrieval challenge has been intro-

duced as a new challenge of EPIC-KITCHENS-100. Given
a query video segment, the goal of video-to-text retrieval is
to rank captions in a gallery set, C, such that those with a
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Submissions SLS mean Average Precision (mAP) normalised Discounted Cumulative Gain (nDCG)
Rank Team Entries Date PT TL TD T2V V2T Avg. T2V V2T Avg.N
1 haoxiaoshuai 6 04/08/21 2.0 3.0 3.0 38.49 49.96 44.23 51.83 55.28 53.56
2 JPoSE 3 01/07/21 2.0 3.0 3.0 38.11 49.91 44.01 51.55 55.51 53.53
3 MLP 6 01/06/21 2.0 3.0 3.0 33.99 42.99 38.49 46.92 50.05 48.49
4 MI-MM 4 05/06/21 2.0 3.0 3.0 23.60 34.83 29.21 42.40 47.18 44.79

Table 7: Results on EPIC-KITCHENS-100 Multi-Instance Retrieval challenge - 1 June 2021

higher rank are more semantically relevant to the action in
the query video segment. On the contrary, the goal of text-
to-video retrieval is to rank videos given a query caption
ci 2 C. Differently from the other retrieval challenges,
where captions are considered relevant if they were col-
lected for the same video, in this challenge the class knowl-
edge introduced in [6] is used to define caption relevancy
(e.g. “put glass” and “place cup” are considered semanti-
cally relevant).

Video-to-text and text-to-video results are reported using
mean Average Precision (mAP) and normalised Discounted
Cumulative Gain (nDCG) on the whole test set.

Table 7 shows the public results achieved by the par-
ticipants. Methods are ranked by Average nDCG. The
Top-1 and only submission is highlighted in bold, whereas
shaded lines indicates the baselines models. The sub-
mission outperformed the best baselines JPoSE [20] by
+0.38%, +0.05% and +0.2% for T2V, V2T and Aver-
age mAP and +0.28% and +0.03% for T2V and Average
nDCG.

We next summarise the contribution of the participant
based on the technical reports.

7.1. Technical Reports
The technical report of the submission of the Multi-

Instance Retrieval challenge is:
haoxiaoshuai (Rank 1) The authors design a loss called
Dual Constraint Ranking Loss (DCRL) that simultane-
ously considers not only the inter-modal ranking constraint,
which make semantically similar texts and videos closer,
but also the intra-modal structure constraint to preserve
both the cross-modal semantic similarity and the modality-
specific consistency in the embedding space. The architec-
ture used is based on a video embedding network and a text
embedding network that are implemented as a 2 layer per-
ceptron with ReLU. Results are not significantly better than
the best baseline JPoSE [20], showing that there is still sig-
nificant room for improvement in this challenge.

8. 2021 Challenge Winners
Accordingly, Table 8 details the winners of the 2021

EPIC challenges, announced as part of EPIC@CVPR2021
virtual workshop. A zoom capture of the 2021 challenges
teams and winners is also in Fig 2.

Team Member Affiliations
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1� SCUT-JD Zeyu Jiang South China University of Technology
(hrgdscs) Changxing Ding South China University of Technology

Canwei Zhang South China University of Technology
Dacheng Tao JD Explore Academy

2� NUS-HUST-THU-Alibaba Ziyuan Huang National University of Singapore
(ZiyuanHuang) Zhiwu Qing Huazhong University of Science and Technology

Xiang Wang Huazhong University of Science and Technology
Yutong Feng Tsinghua University
Shiwei Zhang DAMO Academy, Alibaba Group
Jianwen Jiang DAMO Academy, Alibaba Group
Zhurong Xia DAMO Academy, Alibaba Group
Mingqian Tang DAMO Academy, Alibaba Group
Nong Sang Huazhong University of Science and Technology
Marcelo H. Ang Jr National University of Singapore

3� SAIC-FBK-UB Swathikiran Sudhakaran Samsung AI Center, Cambridge
(Sudhakaran) Adrian Bulat Samsung AI Center, Cambridge

Juan-Manuel Perez-Rua Samsung AI Center, Cambridge
Alex Falcon Fondazione Bruno Kessler - FBK, Trento
Sergio Escalera Universitat de Barcelona, Spain
Oswald Lanz Fondazione Bruno Kessler - FBK, Trento
Brais Martinez Samsung AI Center, Cambridge
Georgios Tzimiropoulos Samsung AI Center, Cambridge
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1� AVT-FB-UT Rohit Girdhar Facebook AI Research

(shef) Kristen Grauman Facebook AI Research
2� Panasonic-CNSIC-PSNRD Yutaro Yamamuro Panasonic System Networks R&D Lab

(panasonic) Kazuki Hanazawa Panasonic System Networks R&D Lab
Masahiro Shida Panasonic System Networks R&D Lab
Tsuyoshi Kodake Panasonic System Networks R&D Lab
Shinji Takenaka Panasonic System Networks R&D Lab
Yuji Sato Connected Solutions Company, Panasonic
Takeshi Fujimatsu Connected Solutions Company, Panasonic

3� ICL-SJTU Xiao Gu Imperial College London
(Shawn0822) Jianing Qiu Imperial College London

Yao Guo Shanghai Jiao Tong University
Benny Lo Imperial College London
Guang-Zhong Yang Shanghai Jiao Tong University

A
ct

io
n

D
et

ec
tio

n

1� HUST-NUS-THU-Alibaba Zhiwu Qing Huazhong University of Science and Technology
(ZiyuanHuang) Ziyuan Huang National University of Singapore

Xiang Wang Huazhong University of Science and Technology
Yutong Feng Tsinghua University
Shiwei Zhang DAMO Academy, Alibaba Group
Jianwen Jiang DAMO Academy, Alibaba Group
Mingqian Tang DAMO Academy, Alibaba Group
Changxin Gao Huazhong University of Science and Technology
Marcelo H. Ang Jr National University of Singapore
Nong Sang Huazhong University of Science and Technology

2� LocTransformer Chen-Lin Zhang Nanjing University
(evangelion) Jianxin Wu Nanjing University

Yin Li University of Wisconsin-Madison

U
D

A
fo

r
R

ec
og

ni
tio

n

1� A*STAR Yi Cheng A*STAR, Singapore
(chengyi) Fen Fang A*STAR, Singapore

Ying Sun A*STAR, Singapore
2� Tokyo Lijin Yang University of Tokyo, Japan

(M3EM) Yifei Huang NUniversity of Tokyo, Japan
Yusuke Sugano University of Tokyo, Japan
Yoichi Sato University of Tokyo, Japan

3� Torino Chiara Plizzari Politecnico di Torino, Italy
(plnet) Mirco Planamente Politecnico di Torino, Italy

Emanuele Alberti Politecnico di Torino, Italy
Barbara Caputo Politecnico di Torino, Italy

M
IR

et
rie

va
l

1� IIE-MRG Xiaoshuai Hao Institute of Information Engineering, CAS
(haoxiaoshuai) Wanqian Zhang Institute of Information Engineering, CAS

Dejie Yang Institute of Information Engineering, CAS
Shu Zhao Institute of Information Engineering, CAS
Dayan Wu Institute of Information Engineering, CAS
Bo Li Institute of Information Engineering, CAS
Weiping Wang Institute of Information Engineering, CAS

Table 8: Top-3 Winners - 2021 EPIC-KITCHENS-100
challenges
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Figure 2: Organisers and team winners during EPIC@CVPR2021 virtual Workshop, 20 June 2021.
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Abstract

In this report we briefly describe the technical details of

our submission to the EPIC-Kitchens 2021 Action Recog-

nition Challenge. We use a simple fusion architecture to

fuse the features extracted from different backbones, differ-

ent video clips and different recognition tasks. Our method

achieves state of the art results on the test set of EPIC-

Kitchens 2021 Action Recognition Challenge.

1. Introduction
EPIC-KITCHENS contains action labels structured as

verb-noun pairs [1, 2]. 3D CNN employ multi-clip averag-
ing during test-time since the clips should cover the entire
video for accurate performance[3].

In this work, we train 4 types of backbone for 4 recogni-
tion tasks (only verb, only noun, only action, pairs of verb
and noun). Then we extract video clip features from those
models. Finally, we devise a simple fusion architecture to
fuse the features extracted from different backbones, differ-
ent video clips and different recognition tasks.

2. Methods
2.1. Feature Extraction

We extract 10 video clip features, which cover the whole
temporal length of the video using pretrained backbones.
Each backbone is trained for 4 times for different recogni-
tion tasks (only verb, only noun, only action, pairs of verb
and noun). For each recognition task, we extract 10 video
clip features. The shape of the features is number of clips
(10) ⇥ dimension (2304).

We use the backbones as follow:
Model A SlowFast 16⇥8, R101+NL[3], which is pre-
trained on Kinetics-600, is trained with both train and val
set. For each recognition task, we denote the features
as ModelA a (indicate action), ModelA n (indicate noun),
ModelA v (indicate verb) and ModelA nv (indicate pairs of
verb and noun).

*Corresponding author.

ModelA_a

ModelB_n

ModelA_a
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Figure 1. Overview of the fusion architecture.

Model B SlowFast 16⇥8, R101+NL[3], which is pre-
trained on Kinetics-600, is trained with only train set. For

1



each recognition task, we denote the features as ModelB a
(indicate action), ModelB n (indicate noun), ModelB v (in-
dicate verb) and ModelB nv (indicate pairs of verb and
noun).
Model C SlowFast 8⇥8, R101[3], which is pre-trained on
Kinetics-600, is trained with both train and val set. For each
recognition task, we denote the features as ModelC a (indi-
cate action), ModelC n (indicate noun), ModelC v (indicate
verb) and ModelC nv (indicate pairs of verb and noun).
Model D SlowFast R101 backbone[6], which is pre-trained
on Kinetics-700, is trained with both train and val set. For
each recognition task, we denote the features as ModelD a
(indicate action), ModelD n (indicate noun), ModelD v (in-
dicate verb) and ModelD nv (indicate pairs of verb and
noun).

We use the extracted features as input to our feature fu-
sion architecture. For each input, we use the features of 2
types of backbones. For example, (Model A, Model B) indi-
cate we use the features extracted from Model A and Model
B as input.

2.2. Overview

Fig. 1 shows overview of the fusion architecture. In
this example, we take features extracted from Model A and
Model B as input. We add same extra learnable “classifi-
cation token” to those features, followed by positional em-
bedding and the fusion blocks. Each of the fusion blocks
can fuse pair of the features trained for different recogni-
tion tasks (like action feature and noun feature, noun feature
and verb feature, etc). During training, each fusion block is
followed by a classification layer (linear + softmax) to pre-
dict noun, verb and action scores together, respectively. At
testing time, we average the scores of all fusion blocks to
predict more accurate results.

2.3. Fusion Block

The architecture of the fusion block is presented in
Fig. 2. We modify the standard transformer encoder[7] to
build both transformer block1 and transformer block2. The
fusion block can fuse the features extracted from different
backbones, different video clips and different recognition
tasks.

2.4. Ensemble

We use an ensemble of a set of 6 models as final result
for testing set, which are trained by the combination of ex-
tracted features from different backbones as input.

The inputs are as follow:
(Model A, Model B), (Model B, Model A), (Model A,

Model C), (Model C, Model A), (Model A, Model D),
(Model D, Model A)

Transformer 
Block1

Transformer 
Block1

Concat

Transformer 
Block2

input1 input2 input2 input1

V K Q V K Q

Figure 2. Fusion Block

3. Experiments
3.1. Training Details

During the feature extraction, we make center crop to
get a 256⇥448 region. Before feeding the extracted fea-
tures into the fusion network, We normalize the extracted
features. We train the networks using AdamW[4], using a
batch size of 64, mixup[8] of 0.7, label smoothing[5] of 0.4,
an l2 weight decay of 5e�4, a dropout of 0.7 before the clas-
sifier, and an initial learning rate of 1e � 4. The maximum
number of training iterations is set to 35 epochs. A cosine
annealing with warm up restart schedule (4 cycles) is used.
The first cycles is set to 5 epochs with 1 epochs of linear
warmup. Other cycles is set to 10 epochs with 1 epochs of
linear warmup. We use the last checkpoint for inference.
All 6 models which we use an ensemble for testing set are
trained on the same hyper parameters with different random
seed.

3.2. Results
The final ensemble result on test set are presented in Ta-

ble 1. Our algorithm achieved the first place, in terms of
top-1 action recognition accuracy.

4. Conclusion
In this paper, we propose a novel fusion architecture.

The testing results show that our proposed method can

2



Table 1. Action recognition results on test set.
Overall Unseen Participants Tail Classes

Top-1 Accuracy (%) Top-5 Accuracy (%) Top-1 Accuracy (%) Top-1 Accuracy (%)
Model Verb Noun Act. Verb Noun Act. Verb Noun Act. Verb Noun Act.

Ensemble 70.64 59.23 48.70 90.97 80.83 68.59 63.50 52.65 39.81 36.13 30.31 22.15

achieve excellent performance.
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Abstract

With the recent surge in the research of vision transform-

ers, they have demonstrated remarkable potential for vari-

ous challenging computer vision applications, such as im-

age recognition, point cloud classification as well as video

understanding. In this paper, we present empirical re-

sults for training a stronger video vision transformer on the

EPIC-KITCHENS-100 Action Recognition dataset. Specifi-

cally, we explore training techniques for video vision trans-

formers, such as augmentations, resolutions as well as ini-

tialization, etc. With our training recipe, a single ViViT

model achieves the performance of 47.4% on the validation

set of EPIC-KITCHENS-100 dataset, outperforming what

is reported in the original paper [1] by 3.4%. We found that

video transformers are especially good at predicting the

noun in the verb-noun action prediction task. This makes

the overall action prediction accuracy of video transform-

ers notably higher than convolutional ones. Surprisingly,

even the best video transformers underperform the convo-

lutional networks on the verb prediction. Therefore, we

combine the video vision transformers and some of the con-

volutional video networks and present our solution to the

EPIC-KITCHENS-100 Action Recognition competition.

1. Introduction
Recent developments in the computer vision field have

witnessed rapid expansion of transformer based model fam-

† Equal Contribution.
⇤ Corresponding authors.
This work is done when X. Wang , Z. Qing, Z. Huang and Y. Feng are

interns at Alibaba Group.

ily, which has demonstrated remarkable potential in vari-
ous computer vision applications, such as image recogni-
tion [6, 25], point cloud classification [23] as well as video
understanding [1, 2]. They are shown to supersede the
performance of convolutional networks when given proper
combinations of augmentation strategies [16].

In this paper, we report our recent exploration on
the training techniques for the video vision transformers.
Specifically, we employ ViViT [1] as our base model, and
explored the influence of the quality of the data source, aug-
mentations, input resolutions as well as the initialization
of the network. The resultant training techniques enable
ViViT to achieve 47.4% on the action recognition accu-
racy of Epic-Kitchen-100 dataset. Additionally, it is noticed
that although ViViT performs better than convolutional net-
works by a notable margin on the action classification, it un-
derperforms convolutional ones on verb classification. This
means that the ensemble of them can be beneficial to in-
creasing the final accuracy. By combining video transform-
ers with the convolutional ones, this paper finally presents
our solution to the Epic-Kitchen-100 Action Recognition
challenge.

2. Training video vision transformers

We use the ViViT-B/16x2 with factorized encoder as our
base model. Two classification heads are connected to the
same class token to predict the verb and the noun for the
input video clip respectively. We first pre-train the networks
on large video datasets that are available publicly, and then
fine-tune the ViViT on the epic-kitchen dataset.

1



Model Dataset Resolution Top 1 Views

K400 224 78.6 4⇥ 3
320 80.6 4⇥ 3

K700 224 69.7 4⇥ 3
ViViT-B/16x2 320 71.5 4⇥ 3
Fact. encoder SSV2 224 63.6 1⇥ 1

320 - 1⇥ 1
K400-Raft 224 60.5 4⇥ 3
K400-Tvl1 224 65.4 4⇥ 3

Table 1. Pre-training ViViT on Kinetics 400, 700 and SSV2.
The pre-training using respective dataset X with an input resolu-
tion Y is denoted further as X-Y. E.g., K400-224 for initialization
weights trained on K400 with an input resolution of 224.

2.1. Initialization preparation
There are multiple ways to prepare the pre-trained

model, such as supervised pre-training [17, 7, 1, 4] as is
used in [14, 13, 18] as well as unsupervised ones [10, 9].
Here we adopt the supervised pre-training as it yields a bet-
ter downstream performance. The model is firstly trained
on Kinetics 400 [11], Kinetics 700 [3] and Something-
Something-V2 [8]. respectively. For this part, we mostly
follow the training recipe in DeepViT [25] to boost the
performance. Specifically, we use AdamW as our opti-
mizer [12] and set the base learning rate to 0.0001. The
weight decay is set to 0.1. We initialize the ViViT model
with the ViT weight pre-trained on ImageNet21k following
the initialization approach in [1], and train the model for
30 epochs with cosine learning rate schedule. The training
is warmed up with 2.5 epochs, with the start learning rate
as 1e-6. We enable color augmentation, mixup and label
smoothing. The model is additionally regularized with a
droppath rate of 0.2. The results on the Kinetics and SSV2
are as in Table 1. We also trained ViViT on the optical
flow of Kinetics 400, which we extract using Raft [15] and
TVL1 [21].

2.2. Training video transformers on Epic-Kitchen
For training video transformers on Epic-Kitchen, we ab-

late on the training recipes in terms of initialization, the
quality of data source, augmentations, input resolutions, the
action calculation strategy, as well as the temporal sampling
stride. The training parameters including the optimizer, the
base learning rate. The training schedule is set to be overall
50 epochs and warmup for 10 epochs. The results can be
observed in Table 2. If not otherwise specified, we sample
frames with one as the interval.
Initialization: we ablate initialization by pre-training from
ImageNet-21K, Kinetics400, Kinetics700 as well as SSV2.
The reason that we also ablated the SSV2 initialization is
that SSV2 is also egocentric action recognition datasets
with complex spatio-temporal interactions. It can be ob-
served that using a strong initialization (from ImageNet21K

ID Init. Qual. Res. Aug. Top1
A V N A*

A IN21K 256 224 CJ 36.1 62.4 48.2 -
B K400-224 256 224 CJ 37.2 61.7 50.9 -
C K400-224 512 224 CJ 38.4 62.7 52.2 -
D K700-224 512 224 CJ 39.6 63.5 53.3 -
E K700-224 512 224 CJ+ 42.8 65.2 56.2 -

F K700-224 512 320 CJ+ 45.2 67.4 58.9 42.4
46.3† 43.4

G SSV2-224 512 320 CJ+ 44.5 67.5 57.5 -
45.7† -

I K700-224 512 384 CJ+ 45.8 67.2 59.0 42.5
47.0† -

[1] - - 224 CJ* 44.0 66.4 56.8 -
Table 2. Fine-tuning ViViT on EPIC-KITCHENS-100. Init in-
dicates the pre-training dataset. Qual indicates the length of the
short side of the input video before any transformation is per-
formed. We resize the original video. Res indicates the resolution
of the input video to the model. Aug indicates the augmentation
strategy besides random cropping and random flipping. A, V and
N denotes respectively the action, verb and noun prediction accu-
racies. A* denotes the action prediction accuracy on the test set.
CJ+ and CJ respectively denote random color jitter with and with-
out mixup, cutmix with random erasing. CJ* indicates a different
augmentation strategy used in [1]. †indicates that the action pre-
diction is calculated for each view first before aggregating them
together. Blue font highlights the change in the respective exper-
iment. Bold font in the performance columns indicate the best
performing model.

to Kinetics400, and further to Kinetics700) lead to a no-
table improvement on the action recognition accuracy. If
we decompose the improvement on verb and noun predic-
tions, we can see that stronger initialization model brings
the most improvements on noun predictions. However, al-
though higher verb prediction accuracy can be observed
by replacing the initialization from K700 to SSV2 (0.1%),
there is a notable decrease on the noun prediction (1.4%).
Therefore, in the final submission, we did not include mod-
els initialized with SSV2.
Quality of data source: to mitigate the pressure on the hard
drive i/o and thus to speed up training, we resize the short
side of the videos to 256 and 512 respectively. It can be
observed that raising the quality of the input data source
can have an improvement of 1.2%, 1.0% and 1.3% on the
action, verb and noun predictions respectively.
Augmentations: we observe the benefit of utilizing
stronger augmentations (mixup [22], cutmix [20] and ran-
dom erasing [24]). Compared to only using random color
jittering, stronger augmentations brings an improvement of
3.2% on the action prediction, and 1.7% as well as 2.9% on
the verb and noun predictions respectively.
Input resolutions: we further alter the input resolutions.
Raising input resolution from 224 to 320 brings about 2.4%
improvement on the action prediction, 2.2% on verb predic-
tion and 2.7% on the noun prediction. A saturation of the
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ID Temp Top1
Sampling Rate A V N

F 2 45.2 67.4 58.946.3†

I 3 46.4 68.4 59.647.4†
[1] 2 44.0 66.4 56.8

Table 3. Altering the temporal sampling rate of ViViT. A, V

and N denotes respectively the action, verb and noun prediction
accuracies. †indicates that the action prediction is calculated for
each view first before aggregating them together.

Model Optical Top1
Flow A V N

ViViT-B/16x2-Flow-A Raft 34.6 66.8 43.535.4†

ViViT-B/16x2-Flow-B TVL1 34.5 66.4 43.335.1†
Table 4. Training ViViT with optical flow. A, V and N de-
notes respectively the action, verb and noun prediction accuracies.
†indicates that the action prediction is calculated for each view
first before aggregating them together.

prediction accuracy is observed when we further raise the
input resolution from 320 to 384, where only an improve-
ment of 0.6% on the action prediction is observed.
Action score calculation: as indicated in the table as num-
bers with †, calculating action scores differently could lead
to different action prediction results. As two predictions are
made for each video clip, there are two ways of aggregat-
ing action predictions for multiple views. Suppose we have
predictions for verb P i

v 2 R1⇥Nv and noun P i
n 2 R1⇥Nn

respectively, where Nv and Nn denotes the number of class
for verbs and nouns and i denotes the index for a view, the
first way of aggregating the predictions are:

Pa = (
X

i

P>
v )(

X

i

Pn) , (1)

where Pa 2 RNv⇥Nn denotes the prediction for actions.
This approach aggregates the verb and noun predictions for
multiple views first, before calculating the action predic-
tions directly. The second approach calculate the action pre-
diction for each view respectively, before aggregating them:

Pa =
X

i

(P>
v Pn) . (2)

As can be seen from the Table 2, aggregating action
scores for each view can outperform the other variant by
around 1%. What’s more important is that this improve-
ment can be reflected in the test set as well.
Temporal sampling stride. Since Epic-Kitchen dataset has
a relatively higher FPS, sampling frames with one frame as
the interval (which means the temporal sampling rate is 2)

Model Training Top1
A V N

TimeSformer 8⇥ 32
original 34.4 57.1 51.3
ours-224 39.4 63.9 51.7
ours-320 42.5 65.2 55.0

Table 5. Results of TimeSformer on EPIC-KITCHENS-100. A,

V and N denotes respectively the action, verb and noun predic-
tion accuracies. All action accuracies are obtained by calculating
action predictions before aggregating them together.

can be insufficient for the temporal coverage. When sam-
pling 32 frames, only one second is covered. Therefore, we
also ablated on the temporal sampling rate, and the result
is presented in Table 5. As can be seen, a minor modifi-
cation on the temporal sampling rate can have notable im-
provement on the performance. One reason for this may be
the longer temporal coverage. Another possible reason is
that the resultant FPS genearted by the sampling rate of 3 is
closer to the pretraining FPS. Our final single model perfor-
mance of ViViT-B/16x2-I outperforms the reported perfor-
mance in [1] by 3.4%.

2.3. Training video transformers with optical flow
In order to capture better motion features, optical flow

is utilized as another data source. The video transformers
with optical flow as the data source are trained using the
same training recipe as mentioned before. We trained two
optical flow models, whose inputs are respectively optical
flow extracted using Raft [15] and TVL1 [21]. The results
are presented in

2.4. Other transformer based models
Another transformer based video classification model

that we use is the TimeSformer [2]. For TimeSformer, we
directly use the open-sourced pretrained model on K600
and first kept its default settings and trained for 15 epochs.
Then we used our training recipe in comparison. It shows
that our training recipe improves the original one by 5% on
the action prediction accuracy. Further increasing the input
resolution gives an improvement of 3% on the action pre-
diction accuracy.

3. Training convolutional video networks
Although video vision transformers can have a strong

performance, complementary predicions are also needed
from the convolutional networks. As we will shown in
the following parts, the convolutional networks such as
CSN [17] and SlowFast [7] are relatively stronger at pre-
dicting verbs.

We use the ir-CSN-152 and SlowFast-16 ⇥ 8-101 as
our base model. Similar to the training process in ViViT
model, we obtain the pre-trained weights by training these
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ID Model F. BN Res. Aug. Top1
A V N A*

A ir-CSN-152 ⇥ 224 CJ 41.0 66.4 52.4 37.8
42.4† -

B ir-CSN-152 X 224 CJ 42.7 67.6 55.1 -
43.9† 40.9

C ir-CSN-152 X 224 CJ+ 43.5 68.4 55.9 -
44.5† 42.5

D ir-CSN-152 X 320 CJ+ 45.1 69.0 57.2 -
46.2† 42.4

- SlowFast-16⇥8-101 X 224 CJ+ 43.0 68.2 55.1 -
43.9† -

Table 6. Fine-tuning ir-CSN-152 and SlowFast-16⇥8-101 on
EPIC-KITCHENS-100. F.BN denotes frozen batch norm mean
and variance. Res indicates the resolution of the input video to the
model. Aug indicates the augmentation strategy besides random
cropping and random flipping. A, V and N denotes respectively
the action, verb and noun prediction accuracies. A* denotes the
action prediction accuracy on the test set. †indicates that the ac-
tion prediction is calculated for each view first before aggregating
them together. Blue font highlights the change in the respective
experiment. Bold font in the performance columns indicate the
best performing model.

two models on Kinetics 700 [3]. For training on the EPIC-
KITCHENS-100 dataset, we use the same training param-
eters as the ViViT, including the optimizer and the learn-
ing rate schedule, etc. We follow [5] and freeze the batch
norm mean and variance during training. The results can
be seen in Table 6. As can be seen, freezing batch norm
mean and variance gives about 1.3% improvement on the
action recognition accuracy. Applying mixup, cutmix as
well as random erasing yields further improvements both on
the validation and the test set. However, different from the
experimental result in ViViT, although increasing the input
resolution indeed increases the performance on the valida-
tion set, the accuracy on the test set is not improved. There-
fore, we keep the training resolution as 224 for SlowFast-
16⇥8-101 as well. It is interesting to see that the convolu-
tional models can outperform most ViViT in terms of verb
prediction even when the input resolution is only 224⇥224.

In order to cover a longer period for one video clip, we
additionally employ the long-term feature banks (LFB) [19]
for the CSN models. For these experiments, we initialize
the model with Epic-Kitchen trained ir-CSN-152s, and fur-
ther train the model for 10 epochs with the same base learn-
ing rate as before, with 2 warm-up epochs. The results are
shown in Table 7. When using the features extracted by the
original model that is used for initializing the training, we
observe an improvement for ir-CSN-152-C on the noun pre-
diction. When using the ViViT feature as the feature bank,
the noun predictions are further improved, thus notably im-
proving the final action prediction accuracy. In comparison,
the verb accuracy is hardly affected.

ID Model LFB Feature Top1
A V N

- ir-CSN-152-B - 43.9† 67.6 55.1
E ir-CSN-152-B ir-CSN-152-B 42.9† 66.9 54.7
F ir-CSN-152-B ViViT-B/16x2-F 47.3† 67.6 60.1
- ir-CSN-152-C - 44.5† 68.4 55.9
G ir-CSN-152-C ir-CSN-152-C 44.8† 68.1 56.8
H ir-CSN-152-C ViViT-B/16x2-F 47.3† 68.1 60.3

Table 7. Applying long-term feature banks for ir-CSN-152.
†indicates that the action prediction is calculated for each view
first before aggregating them together. Bold font in the perfor-
mance columns indicate the best performing model.

Model Name Top1
A V N

ir-CSN-152-B 43.9 67.6 55.1
ir-CSN-152-C 44.5 68.4 55.9
ir-CSN-152-F 47.2 67.6 60.1
ir-CSN-152-G 44.8 68.1 56.8
ir-CSN-152-H 47.3 68.1 60.3

SlowFast-16⇥8-101 43.9 68.2 55.1
ViViT-B/16x2-Flow-A 35.4 66.8 43.5
ViViT-B/16x2-Flow-B 35.1 66.4 43.3

ViViT-B/16x2-F 46.3 67.4 58.9
ViViT-B/16x2-H 47.0 67.2 59.0
ViViT-B/16x2-I 47.4 68.4 59.6

TimeSformer-320 42.5 65.2 55.0
Overall (Val) 51.7 72.4 62.6
Overall (Test) 48.5 69.2 60.3

Table 8. List of ensembled models. All the performance listed in
the table are to calculate action for each view before aggregation.

4. Ensembling models
To utilize the complementary predictions of different

models, we ensembled a selected subset of the presented
models. The selected model set is presented in Table 8. The
ensemble of models boost the performance of the best per-
forming one by 4.3% on the action prediction. The final test
accuracy that we obtained is 48.5% on action prediction,
69.2% on verb prediction and 60.3% on noun prediction.

5. Conclusion
This paper presents our solution for the EPIC-

KITCHENS-100 action recognition challenge. We set out
to train a stronger video vision transformer, and reinforce
its performance by ensembling multiple video vision trans-
formers as well as convolutional video recognition models.
Acknowledgement. This work is supported by the
Agency for Science, Technology and Research (A*STAR)
under its AME Programmatic Funding Scheme (Project
A18A2b0046), the National Natural Science Foundation of
China under grant 61871435 and the Fundamental Research
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Abstract

This report presents the technical details of our submis-

sion to the EPIC-Kitchens-100 Action Recognition Chal-

lenge 2021. To participate in the challenge we deployed

spatio-temporal feature extraction and aggregation mod-

els we have developed recently: GSF and XViT. GSF is

an efficient spatio-temporal feature extracting module that

can be plugged into 2D CNNs for video action recognition.

XViT is a convolution free video feature extractor based on

transformer architecture. We design an ensemble of GSF

and XViT model families with different backbones and pre-

training to generate the prediction scores. Our submission,

visible on the public leaderboard, achieved a top-1 action

recognition accuracy of 44.82%, using only RGB.

1. Introduction

Video content understanding is one of the widely re-
searched areas in computer vision with several applications
ranging from automated surveillance to robotics, human
computer interaction, video indexing and retrieval, etc., to
name a few. Egocentric action recognition is a particularly
challenging sub-task of video content understanding. Ego-
centric videos are captured using wearable cameras and are
often characterized by the presence of a cluttered environ-
ment containing several objects and egomotion caused by
movement of the camera wearer. Recognizing the action
present in a video requires extraction of fine-grained spatio-
temporal features that can discriminate one action from an-
other. EPIC-Kitchens-100 [2] is the largest egocentric ac-
tion recognition dataset with 90K video segments com-
posed of 97 verb and 300 noun categories. The verb and
noun labels of a video segment is combined to form its ac-

tion label.
To participate in the challenge, we used two different

video action recognition models composed of entirely dif-
ferent building blocks and feature aggregation strategy.

• GSF[5]: A plug and play module that can transform
2D CNNs into a high performing spatio-temporal fea-
ture extractor;

• XViT[1]: A convolution free transformer based archi-
tecture for efficient video representation learning

Gate-Shift-Fuse (GSF) is a CNN based architecture that
captures local relationship which introduces an inductive
bias about the 3D structure of video frames within a small
spatio-temporal receptive field. On the other hand XViT, a
transformer based model, captures global information and
learns geometric relationship between the pixels. While
GSF relies on the inductive bias owing to the locally con-
nected convolution layers for feature extraction, XViT dis-
regards any prior about the data and learns the relevant pat-
terns in it that are suitable for addressing the end task. Thus
the two models used in the challenge extract different fea-
tures and are highly complementary to each other. We de-
ployed an ensemble of the two model families to participate
in the challenge. The final score is obtained by averaging
the prediction scores from the individual members in the
ensemble.

2. Models

We describe details of the two model families in this sec-
tion.

2.1. GSF

GSF, an extension of GSM [4], is a light weight feature
encoding module capable of converting a 2D CNN into an
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Method Backbone Pre-training Verb Noun Action
Validation set

GSF
IncV3 Kinetics400 68.89 (90) 51.42 (75.49) 43.11 (64.19)
Res-50 Kinetics400 68.88 (90.44) 52.73 (76.37) 43.84 (64.95

Res-101 ImageNet 69.06 (90.33) 53.18 (75.81) 44.48 (64.68)
XViT ViT-B/16 Kinetics400 68 (90.08) 55.63 (78.86) 44.91 (65.97)

Ensemble - 70.86 (91.67) 56.7 (79.9) 46.88 (68.18)
Test set

Ensemble - 68.16 (90.01) 55.49 (78.98) 44.82 (65.45)

Table 1. Performance of the models on the validation set (top) and test set (bottom) of EPIC-Kitchens 100 dataset. Ensemble score is
generated by averaging the scores of individual models.

efficient and effective spatio-temporal feature extractor. The
output features from a spatial convolution layer of the 2D
backbone is first applied to a gating module, composed of
a light-weight 3D convolution kernel, to generate grouped
spatial gating. The spatial gating is then applied to the input
features to obtain group-gated features and residual. For-
ward and backward shifting in time is then applied to the
group-gated features. In GSM, the time-shifted features are
combined with the residual using addition operation. GSF
extends this simple fusion with a data dependent weighted
channel fusion mechanism using a convolution layer. The
resulting spatio-temporal features are then propagated to the
next layer of the backbone CNN for further processing.

2.2. XViT

Vision transformers [3] can be extended for video recog-
nition by extending the self attention mechanism between
tokens within a frame to tokens from other frames as well.
However, this will increase the complexity quadratically
with the increase in the number of frames. To make
the model tractable XViT [1] proposes efficient space-time
mixing attention as follows. Let qs,t 2 R1⇥dh , ks,t 2
R1⇥dh and vs,t 2 R1⇥dh be the query, key and value at
a spatial location s and temporal location t. Then the self-
attention ys,t is computed as

ys,t =
S�1X

s0=0

softmax{(qs,t · k̃s0,�tw:tw)/
p
dh}ṽs0,�tw:tw

(1)
with

k̃s0,�tw:tw = [ks0,t�tw(d
t�tw
h ), . . . ,ks0,t+tw(d

t+tw
h )] (2)

ṽs0,�tw:tw = [vs0,t�tw(d
t�tw
h ), . . . ,vs0,t+tw(d

t+tw
h )] (3)

where, ks0,t0(dt
0

h ) and vs0,t0(dt
0

h ) denotes the operator for in-
dexing the dt

0

h channels from ks0,t0 and vs0,t0 , respectively.
The video transformer model used in this challenge is

constructed by replacing the self-attention in [3] with Eqn. 1

3. Experiments

We describe the implementation details of the two model
families along with their training and testing settings in this
section.

3.1. Implementation Details

GSF. Gate-Shift-Fuse Networks are instantiated by plug-
ging in GSF to the backbone layers of a 2D CNN. For
the challenge, we instantiated three different models by
changing the backbone CNNs. This includes InceptionV3,
ResNet50 and ResNet101. The GSF variant of InceptionV3
and ResNet50 are first pre-trained on Kinetics400 dataset
while for ResNet101, we used the ImageNet pretrained
weights and directly trained the model on EPIC-Kitchens-
100 dataset.
XViT. Backbone used is the base architecture ViT-B/16
from [3] with 12 transformer layers each with 12 attention
heads and an embedding dimension of 768. Each frame
from the video is first divided into non-overlapping patches
of size 16⇥16 and are then applied to a linear layer for vec-
torization. The temporal window tw is set as 1.
Training. We trained all our models using SGD with mo-
mentum (0.9) and a cosine scheduler with linear warmup.
The base learning rate for GSF models are set as 0.01 for a
batch size of 32 while XViT is trained with a base learning
rate of 0.05 and a batch size of 128. GSF models are trained
for 60 epochs and XViT is trained for 50 epochs. 16 frames
uniformly sampled from the input video clip are applied as
input to all the models. We also applied temporal jittering
during training, as done in [6]. All models are trained in
a multi-task classification setting using three classification
layers to predict verb, noun and action labels. We generated
the action labels by combining the verb and noun label of
the video provided with the dataset to obtain a total of 3806
action categories in the training set. More details regarding
training can be found in [5] and [1].
Testing. We sample 2 clips consisting of 16 frames during
testing. From each frame, 3 spatial crops are generated.
Thus, from each video, we generate 6 clips. The prediction
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score from each of the 6 clips are averaged to obtain the
video prediction.

3.2. Results

Tab. 1 lists the performance of the various models used
for the challenge. The top part of the table shows the results
on the validation set. From the validation set results, one
can see that GSF is strong on verb prediction while XViT
results in a better performance on noun prediction. This
shows that GSF is a powerful model for temporal reasoning.
On the other hand, the presence of global spatial receptive
field of XViT enables it to perform as a strong object recog-
nition model. Combining the prediction scores obtained
from both model families improves the performance consid-
erably, showing their complementarity in extracting spatio-
temporal features. The bottom part of the table shows the
performance on the test set, which is visible on the leader-
board. Note that all model developments have been done on
the validation set and evaluation of individual models is not
done on the test set to tune the models’ performance. This
shows that our ensemble generalizes well to the test data.

4. Conclusion

In this report, we summarized the details of the two
model families used for participating in the EPIC-Kitchens-
100 Action Recognition Challenge 2021. The improved
performance of the ensemble consisting of the two model
families shows that the two models are complementary to
each other. This resulted in achieving a top-3 action recog-
nition performance on the leaderboard.
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Abstract

We propose a method that leverages temporal context in
untrimmed videos. We formulate temporal context as a se-
quence of consecutive actions, and the goal is to recognise
the action at the centre of the sequence. A transformer at-
tends at audio-visual temporal context to identify relevant
auditory and visual action segments of nearby actions.

Our methods ranks 4th on the test set of EPIC-
KITCHENS-100.

1. Introduction
Action recognition is challenging in EPIC-KITCHENS,

as actions are fine-grained (e.g. ‘open bottle’) and notice-
ably short, often one second or shorter. Along with the
challenge, the dataset offers an under-explored opportunity,
as actions are captured in long untrimmed videos of well-
defined and at-times predictable sequences. For example
the action ‘wash aubergine’ can be part of the following se-
quence – you first ‘take the aubergine’, ‘turn on the tap’,
‘wash the aubergine’ and finally ‘turn off the tap’ (Fig. 1).
Furthermore, the objects (the aubergine and tap in this case)
are persistent over some of the neighbouring actions. This
opportunity allows us to design models able to attend to the
temporal context that is relevant and useful in recognising
ongoing actions.

In this work, we define temporal context of an action
as a sequence of actions surrounding an ongoing action to
be recognised, by utilising the annotated start/end times of
neighbouring actions, and excluding background informa-
tion. We investigate not only using the action’s temporal
context in the data stream, but also the labels of neighbour-
ing actions as additional supervision. Furthermore, we are
motivated by previous works that demonstrate the signifi-
cance of audio in recognising egocentric actions [3, 5, 6],
and thus include the auditory temporal context in addition
to the visual clips. Concretely, we use the attention mech-
anism of a multimodal transformer architecture to take ac-
count of the context in the data stream, using vision and
audio, and introduce an auxiliary loss function by predict-
ing actions in the temporal context window, in addition to

the action of interest, which is the action at the centre of the
window.

2. Temporal Context with Multimodal Trans-
formers

We define temporal context of an action as the sequence
of neighbouring actions that precede and succeed the ac-
tion in untrimmed videos. Our goal is to design an ar-
chitecture able to attend to relevant audio-visual temporal
context around actions to improve the recognition of the
ongoing action. To address that, we introduce an audio-
visual transformer that ingests a temporally-ordered se-
quence of visual inputs, along with the corresponding se-
quence of auditory inputs of the same video segments. We
use modality-independent positional encodings as well as
modality-specific encodings.

The audio-visual transformer utilises two separate sum-
mary embeddings to attend to the action (i.e. verb) class and
the object (i.e. noun) class. This allows the model to attend
independently to the temporal context of verbs vs objects.
Each summary embedding uses a different learnt classifi-
cation token, and the classifier predicts a verb and a noun
from the summary embeddings. We refer to our method as
Temporal Context with Multimodal Transformers (TCMT).

2.1. Formulation of audio-visual temporal context
Let Xv 2 Rw⇥dv be the sequence of inputs from an

untrimmed video and Xa 2 Rw⇥da the corresponding au-
dio inputs, for w consecutive actions in the video (i.e. the
temporal context window), with dv , da being the input di-
mensions of the two modalities respectively. Our temporal
window of w action segments is centred around an action
bi with surrounding action segments, excluding any back-
ground frames. That is, each action bj within the window,
i� w�1

2  j  i+ w�1
2 is part of the transformer’s input.

2.2. Audio-Visual Transformer
Encoding layer. Our model first projects the inputs Xv , Xa

to a lower dimension D and then tags each with positional
and modality encodings. Then, an audio-visual encoder per-
forms self-attention on the sequence to aggregate relevant
audio-visual temporal context from neighbouring actions.

1



Figure 1. Our approach uses temporal context windows around actions to be recognised (‘wash aubergine’ and ‘turn off tap’), leveraging
nearby actions from the untrimmed video. Prediction of ‘wash aubergine’ is enhanced by observing audio-visually that the tap was turned
on before and turned off afterwards.

We use positional encodings to retain information about the
ordering of actions in the sequence. We use w positional
encodings, shared between audio-visual features to model
corresponding inputs from the two modalities. Modality
encodings, mv , ma 2 RD, are learnt vectors added to dis-
criminate between audio and visual tokens. Visual and au-
ditory features encoded with positional and modality infor-
mation are denoted as Xe

v and Xe
a.

A classifier predicts the action bi, using two summary
embeddings, acting on the learnt verb/noun tokens. We use
the standard approach of appending learnable classification
tokens to the end of the sequence but use two tokens, one
for verbs and one for nouns, denoted as CLSV, CLSN 2
RD, with unique positional encodings. Classification to-
kens with encoded positional information are denoted as
CLSe

V and CLSe
N. The inputs to the transformer are Xe =

[Xe
v ;X

e
a;CLSe

V;CLSe
N], where [; ] denotes input concatena-

tion.
Transformer and classifier. We use a transformer encoder
to process sequential audio-visual inputs Xe. A two-head
classifier then predicts the sequence of w actions from both
the transformed visual and audio tokens, and the action bi
from the summary embeddings.
Loss function. We can leverage the ground-truth of neigh-
bouring actions within w for additional supervision to train
the audio-visual transformer. Our loss is composed of two
terms, the main loss for training the model to classify the
action at the centre of our temporal context using the pre-
dictions of the summary embeddings, and an auxiliary loss
applied to predicting all actions in the sequence using the
predictions from the transformed visual and auditory inputs.

3. Experiments
Feature extraction. We extract visual features with Slow-
Fast [2], using model and code we made available from
[1]. We first train the model with slightly different hy-
perparameters, where we sample a clip of 2s from an ac-
tion segment, do not freeze batch normalisation layers, and
warm-up training during the first epoch starting from a
learning rate of 0.001. We noted that this gave us better
performance. All unspecified hyperparameters remain un-

changed. We use the trained model to extract features from
EPIC-KITCHENS train, val and test sets. For feature ex-
traction, 10 clips of 1s each are uniformly sampled for each
action segment, with a center crop per clip. The resulting
features have a dimensionality of dv = 2304. We use our
proposed Auditory SlowFast [4] for audio feature extrac-
tion. Similarly to the visual features, we extract 10 clips
of 1s each uniformly spaced for each action segment, with
average pooling and concatenation of the features from the
Slow and Fast streams, and the resulting features have the
same dimensionality, da = 2304.

Architecture details. The audio-visual transformer en-
coder consists of 4 layers that share weights, 8 attention
heads and a hidden unit dimension of 512. In the encod-
ing layer, the fully-connected layer projects the inputs to
a lower dimension D = 512. Positional/modality encod-
ings as well as verb/noun tokens have also dimensionality
D = 512 and are initialised to N (0, 0.001). In the encod-
ing layer, dropout is applied at both the inputs Xv , Xa and
the outputs Xe.

Training details. TCMT is trained using SGD, a batch size
of 32 and a learning rate of 0.01 for 100 epochs. Learn-
ing rate is decayed by a factor of 0.1 at epochs 50 and 75.
For regularisation, a weight decay of 0.0005 is used and a
dropout 0.5 and 0.1 for the encoding layers and transformer
layers respectively. We use mixup data augmentation [7]
with ↵ = 0.2.

Ensemble. We report results of an ensemble where each
model in the ensemble is trained with different temporal
context length, w = {1, 3, 5, 7, 9}.

Results are shown in Table 1. We show results for different
temporal context lengths to showcase its importance. At the
closing of the challenge, TCMT is ranked 4th on the leader-
board. Table 1 shows the reported results on all metrics.

Challenge entry: As two authors are prime contributors to
EPIC-Kitchens collection and running the challenge, we are
not officially competing in the challenge. However, we wish
to note that we did not use any of the test set annotations in
optimising our results.
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Overall Unseen Participants Tail-classes

Top-1 Accuracy (%) Top-5 Accuracy (%) Top-1 Accuracy (%) Top-1 Accuracy (%)

w Verb Noun Action Verb Noun Action Verb Noun Action Verb Noun Action

Val.

1 67.88 52.29 41.31 90.52 76.47 61.52 61.03 44.60 32.58 42.05 27.42 21.48
3 69.12 54.85 43.42 91.26 78.92 64.19 60.85 46.48 34.08 40.68 31.89 23.41
5 69.80 55.96 44.75 91.65 79.48 64.94 61.78 46.57 34.65 43.18 32.68 24.51
7 69.91 55.83 44.77 91.23 79.13 65.03 61.60 46.95 34.93 41.99 32.47 24.12
9 70.23 55.82 45.00 91.13 79.06 64.58 63.29 46.38 35.02 41.76 32.26 24.41

Ensemble 70.91 56.21 45.25 91.89 80.34 65.96 63.19 47.23 34.65 42.78 32.42 24.44

Test Ensemble 68.20 54.97 43.32 89.64 78.70 63.09 61.58 46.93 33.77 37.37 29.83 20.98
Table 1. We showcase the importance of temporal context on the validation set; as temporal context increases, action accuracy improves.
Ensembling further improves the results. On the leaderboard (Test), we submitted the ensemble.

4. Conclusion
We have shown that TCMT successfully utilises both au-

ditory and visual temporal context through learnt attention
to improve the recognition performance of ongoing actions.
TCMT obtains results comparable with the state of the art
in the final leaderboard.
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David Lopez-Paz. mixup: Beyond empirical risk minimiza-
tion. In 6th International Conference on Learning Represen-
tations, ICLR, 2018. 2

3



EgoAugment: CMU-KLAB Submission to

the EPIC-Kitchens Action Recognition 2021 Challenge

Xuhua Huang Ye Yuan Xingyu Liu Qichen Fu Kris M. Kitani
Robotics Institute

Carnegie Mellon University

Abstract

In this report, we describe the technical details of our

submission to the EPIC-Kitchens Action Recognition Chal-

lenge 2021, by Team “CMU-KLAB” (username: xhking).

Egocentric videos are captured by a wearable camera in

first-person perspective, which are different from classical

videos in that they usually involve rapid scene change, ob-

ject distortion and limited visual range. Therefore, it re-

quires a much more efficient and stronger architecture to

recognize objects appeared in different frames as well as to

understand hidden relationships among human-object in-

teractions. Attention-type methods have demonstrated their

capabilities in learning such relationships, which, never-

theless, suffer from high computation cost, stopping them

from being applied to large inputs (e.g. videos). We pro-

pose EgoAugment, which combines an efficient transformer

with classic video architecture, aiming to augment the infor-

mation captured by our network and boost performance in

egocentric video analysis. Our method demonstrates better

performance than the most popular architectures in video

action recognition.

1. Introduction

Egocentric video analysis is gaining its popularity with
the development of different human-computer interaction
applications such as Virtual Reality/Augmented Reality
(VR/AR), but it is also challenging due to (1) rapid move-
ment: because a wearable device is usually worn on the
head of a camera wearer, where a small turn could result
in large movement for both background and foreground ob-
jects, leading to frequent occlusion and motion blur effect;
(2) distortion by the wide-angle lens design; (3) limited vi-
sual range: the perspectives of egocentric videos are always
restricted to the working area around hands, which makes
it hard to utilize the surrounding environment for thorough
analysis.

Many state-of-the-art methods targeted for egocentric

videos such as [18, 14, 13] are trying to integrate attention
mechanism [16] thanks to its promising ability to capture
the relationship across frames under challenging settings.
Motivated by a novel design of transformer introduced
in [10], we propose a new architecture named EgoAugment,
by adding a computation-efficient Augment Branch to en-
hance the learning ability under egocentric setting.

2. Methodology

In this section, we introduce our proposed framework by
parts. Figure 1 summarizes the overall pipeline of our pro-
posed method.

2.1. Main Branch (Path 1 + Path 2)

Two-pathway design is a common schema used for video
models, and previous work [2, 7, 15] presents its advan-
tage in extracting spatial and temporal features from videos
simultaneously. For the Main Branch, two sets of video
frames of different number are sampled randomly from the
entire video sequence as inputs. We adopt four residual
stages (i.e. Res-Stage) following the settings in [7] with
3D convolution and bottleneck residual blocks. After each
Res-Stage, we apply lateral connections between these two
paths to enable information fusion. Specifically, outputs
from Path 1 will be fused to Path 2 by time-strided con-
volution [7] and concatenation.

2.2. Augment Branch (Path 3)

Despite that many two-pathway models have achieved
state-of-the-art performance on major video recognition
benchmarks such as AVA, Charades and Kinetics, they
might fail to exhibit satisfying results on egocentric videos
even after fine tuning. Transformers have been justified to
be a powerful module in both image tasks [6, 11, 1, 9] and
EPIC-55 challenge [4], but the biggest obstacle of apply-
ing classical transformers into video tasks is their quadratic
scaling computational complexity of all-to-all attention.

Inspired by the latest work in bottleneck transformer
[10], we aim to design an efficient transformer mod-
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Figure 1: Overview of EgoAugment: given an input video sequence, we will randomly sample T1 and T2 frames as the input
to the Path 1 and Path 2 respectively, where T1 = 2T2. Main Branch (Path 1 + Path 2) takes in two sets of video frames
and calculates the logits for noun and verb via a data layer, 4 residual stages, average pooling and FC layer. The Augment
Branch (Path 3) adopts an iterative design, and derives the logits using a pre-processed input taken from Res-Stage 1 by
cross-attention and self-attention. Logits from both branches are summed and passed through softmax layer to make the final
prediction. Best viewed in color.

ule which can augment the features extracted from Main
Branch, while keeping the process as computational-
efficient as possible even when the input is a large data ar-
ray (i.e. a 3D feature map from Main Branch). Figure 1
shows the detail of our Augment Branch, and we elucidate
the components in the following paragraphs.

Iterative Design We adopt a shared-weight design for
the Augment Branch, where the cross-attention and latent
transformer blocks are iteratively used.

Data Array Denote the size of Data Array as M ⇥ F .
Data Array comes from the fused feature maps after Res-
Stage 1 in our Main Branch, and arrays are the same for all
iterations. However, before it is fed into the cross-attention
module, we need three pre-processing steps:

(1) Positional Encoding. Following the positional en-
coding method introduced in [10], we parametrize the
frequency encoding and take values within range of
[sin (fk⇡xd) , cos (fk⇡xd)], where fk is the frequencies of
the k

th band of a bank of frequencies, and xd is the value
of input position along d

th dimension (for video we have
d = 3). We also concatenate the original positional value
xd to the encoding, so we have d(2K + 1)-dim positional
encoding vector for each pixel and we denote the result ar-
ray as D1 with shape of (T ⇥W ⇥H)⇥ d(2K + 1)

(2) Flatten. The T ⇥H⇥W ⇥C1 feature map from Res-

Stage 1 will be flatten along spatial and temporal dimension
into (T ⇥W ⇥H)⇥ C1, we denote the result array as D2

with shape of (T ⇥W ⇥H)⇥ C1

(3) Concatenation. We concatenate D1 and D2 along the
feature dimension to generate the M⇥F Data Array, where
M = T ⇥W ⇥H and F = d(2K + 1) + C1.

Latent Array Denote the size of Latent Array as N⇥D.
As shown in Figure 1, the core idea is to introduce N low-
dimensional latent units to play the role of query. Since
N is designed to be small (M � N ), it will form an at-
tention bottleneck during the cross-attention operation with
high-dimensional data array. Note that Latent Array can be
viewed as a trainable module, whose values are initialized
randomly at the beginning of training, and are updated by
gradient descent during training. The input Latent Array
comes from the output of last iteration. For the first itera-
tion the Latent Array is initialized with random values.

Linear projection layers are applied before Q,K, V to
project the input onto the same low-d latent space before
attention. The shared weights and bottleneck design allow
our model to handle very large video domain input, while
keeping low computation cost, and is proved to be a perfor-
mance booster on egocentric videos in Section 3.
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Methods Top-1 Accuracy (%) Top-5 Accuracy (%) Unseen Top-1 (%) Tail Classes Top-1 (%)
Verb Noun Action Verb Noun Action Verb Noun Action Verb Noun Action

TSN 59.03 46.78 33.57 87.55 72.10 53.89 53.11 42.02 27.37 26.23 14.73 11.43
TRN 63.28 46.16 35.28 88.33 72.32 55.26 57.54 41.36 29.68 28.17 13.98 12.18
TBN 63.02 47.12 35.55 89.00 73.01 56.19 57.42 41.39 29.25 30.46 18.67 13.97
TSM 65.32 47.80 37.39 89.16 73.95 57.89 59.68 42.51 30.61 30.03 16.96 13.45

SlowFast 63.79 48.55 36.81 88.84 74.49 56.39 57.66 42.55 29.27 29.65 17.11 13.45
Ours 63.82 51.12 38.73 88.42 75.02 57.02 57.71 45.62 31.48 36.05 26.26 19.25

Table 1: Action recognition results on EPIC-100 TEST sets

2.3. Prediction

An average pooling operation will be applied to the out-
puts of two branches, generating a 1D vector, and the vector
will go through two fully-connected (FC) layers at the end.
These two FC layers correspond to nouns and verbs activa-
tion and can be viewed as logits. In order to fully explore
the information from all paths, we sum the logits from Main
Branch and Augment Branch for each category, i.e. noun
and verb. After the summation, a softmax layer is applied
to output the final prediction scores for each class.

2.4. Loss

We use a variant of cross entropy loss as our training
loss,

L = CrossEntropy(ỹ, ŷ)

where ỹ is our predicted label. However, during experi-
ments we find that since Epic Kitchens has a smaller scale
compared with those large-scale video dataset (e.g. Kinet-
ics), it is beneficial to introduce label smoothing proposed
in [17]. The ground truth label used during training, ŷ, be-
comes a mixture of one-hot ground-truth label, y, and a uni-
form distribution µ to regularize our model to make less
confident predictions during training stage,

ŷ = (1� �)y + �µ

The mixture is controled by a hyperparameter � 2 [0, 1].

2.5. Implementation Details

We train our model for 50 epochs using SGD optimizer,
with batch size 8, initial learning rate 10�3, dropout rate
0.5 and momentum 0.9. The learning rate is set in a co-
sine annealing schedule [12]. The mixture scalar � is set to
0.2. Every frame is randomly cropped to 224⇥ 224 before
feeding into our pipeline. Random crop, flip and random
augment [3] are used during training.

Main Branch The number of input frames sampled for
Path 1 and Path 2 of Main Branch are 32 and 16 respec-
tively. The instantiations of the network architectures are
same as the ResNet-50 backbone in [7, 8]. The weights of
Main Branch are pre-trained on Kinetics.

Augment Branch Random initialization are applied to
the weights of Latent Array and linear projection layers. We
set N = 256, D = 512, K = 6 bands, 1 head for Cross
Attention, 8 heads for Latent Transformer and the number
of iterations is 3. The inner dimension for Q,K, V is 64.

Methods Top-1 Accuracy (%) Top-5 Accuracy (%)
Verb Noun Verb Noun

TSN 60.18 46.03 89.59 72.90
TRN 65.88 45.43 90.42 71.88
TBN 66.00 47.23 90.46 73.76
TSM 67.86 49.01 90.98 74.97

SlowFast 65.56 50.02 90.00 75.62
Ours 67.90 51.82 91.50 76.70

Table 2: Action recognition results on EPIC-100 VAL sets

3. Experiments

3.1. Ablation Study

Table 3 demonstrates that our three-pathway design with
Augment Branch can make obvious improvement on ego-
centric benchmark such as Epic Kitchens.

Methods Top-1 Accuracy (%) Top-5 Accuracy (%)
Verb Noun Verb Noun

w/o Aug 65.24 50.10 89.46 74.63
w/ Aug 67.90"2.7 51.82"1.7 91.50"2.0 76.70"2.0

Table 3: Ablation of a model trained without Augment
Branch compared with a model trained with Augment
Branch. Results are reported on EPIC-100 VAL sets.

3.2. Results

Table 1 presents our submitted results on EPIC-100 test
sets (i.e. results on the leaderboard). Table 2 compares our
method with all baselines results provided in [5] on vali-
dation set. It is noticeable that our method outperforms all
those highly-performed methods which are widely used for
general video action recognition tasks, under egocentric vi-
sion setting.
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Abstract

This technical report describes the approach of user
“tsm transformer” (team “NUS CVML”) for the EPIC-
KITCHENS-100 Action Recognition Challenge 2021. Our
submission is ranked 7th in the leaderboard of the chal-
lenge. Modeling the visual changes that an action brings to
a scene is critical for video understanding. Currently, CNNs
process one local neighbourhood at a time, so contextual re-
lationships over longer ranges, while still learnable, are in-
direct. We present TROI, a plug-and-play module for CNNs
to reason between mid-level feature representations that are
otherwise separated in space and time. The module relates
localized visual entities such as hands and interacting ob-
jects and transforms their corresponding regions of interest
directly in the feature maps of convolutional layers. We re-
fer the reader to [11] for further details and evaluations on
other datasets.

1. Introduction
In this work, we target the task of recognizing human-

object interactions found in daily activities. These actions
are fine-grained and inherently compositional between the
movement (verb) and the interacting object. Throughout
the interaction, the objects are often transformed visually
and or physically, and over longer ranges of time. Correctly
identifying these actions requires the ability to relate the ob-
ject appearance from beginning to end throughout the trans-
formation. State-of-the-art convolutional neural networks
(CNNs), armed with 3D convolutions, are designed to learn
such relationships in space and time. However, convolution
operations are by design, locally limited, and are therefore
inefficient in capturing relationships over a long range.

One way to expand network’s receptive field over time
and space would be to increase network depth. How-
ever, adding more layers naı̈vely also increases memory
requirements and computations [7], and runs risk of over-

fitting. Instead, architectural additions in the form of skip
connections[8], attention [15] and graphs [3] has been pro-
posed, all with the aim of capturing either long-range or
global dependencies more directly.

With the recent advances in object detectors and trackers,
a common strategy that has been adopted is to first localize
key entities such as body parts and or interacting objects.
The action is then recognized based on the detections or
tracks, with additional reasoning through graphs [16] or vi-
sual relations [1]. To represent the detections and tracks,
features are drawn from the output of a CNN’s last convo-
lutional layer [16, 1].

In learning global dependencies in video, purely feature-
based and purely entity-based approaches form two ex-
tremes. On one side, feature-based approaches like non-
local blocks and GloRe [15, 3] exhaustively relate locations
in feature maps. This results in a combinatorially large
number of operations even though the majority of these
computations are redundant, as most of the locations have
little contribution to others. Furthermore, because these
methods capture global relationships from the entire fea-
ture map indiscriminately, they cannot ensure that learned
relationships correspond to causal entities such as the hands
and interacting object. This in turn may lead to undesirable
biases to the scene [9] or other dataset latencies. On the
other hand, purely entity-based approaches reason only be-
tween detections or tracks. They miss useful cues from the
background and lack the ability to reason between entities
and the scene itself. Therefore, to boost performance, most
approaches [1, 16] add a separate appearance stream and do
a late fusion to merge this information.

We aim to strike a middle ground between abstract vi-
sual features and concrete visual entities. Relying solely
on high-level visual entities may not capture the dynamic
changes in objects’ appearance; lower-level visual features
can capture these differences, but at the same time may
lack sufficient semantic context. Therefore, we propose a
module for regions of interest (ROIs) associated with visual
entities on mid-level feature maps. Representations of the
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Figure 1. Overview of TROI. Our module can be integrated between convolution layers of standard CNNs; above, TROI is inserted after
the conv4 layer. Within TROI, an RoIAlign operation localizes the features for each visual entity and a transformer-style encoder relates
these mid-level representations in space and time. To retain spatial and temporal information from the input ROIs. The transformed features
from hand and object regions are updated in place in the feature maps. The updated feature maps, i.e. conv4’ above, is followed by the last
convolutional and a classification layer.

ROIs are transformed in-place, directly within the feature
map. Accordingly, we name our proposed module as TROI
(Transformed ROIs). Based on detections, the module as-
sociated ROI features across an entire video via an attention
mechanism. This localized form of attention bypasses the
locality constraints of CNN backbones and allows the ROIs
to be related to each other in a manner that is global and or
long-range in time. The transformed ROIs continue to be
processed within their feature map context by the original
CNN backbone to capture global information about the en-
tire video content. An overview on is presented in Figure 1.

Our work is novel in several regards. First and foremost,
our method is the first that focuses on relating mid-level
features over space and time in middle CNN layers from an
entity point of view. This allows us to bypass the large num-
ber of operations on irrelevant regions contrary to feature-
based approaches [15, 3]. Our in-place transformations in
the ROIs unifies entity localization and action recognition in
CNNs contrary to other approaches which separate the two
in a CNN’s last convolutional layer. Finally, our approach is
flexible. Any state-of-the-art relational model can be used
to represent spatio-temporal inputs; we chose transformers.

2. Method

2.1. Preliminaries

Given a video, we select T evenly interspersed frames
as is standard in CNNs for action recognition [10, 5]. Let
X 2 RT⇥W⇥H⇥C denote a feature representation of the

video, where W , H and C are the width, height, and num-
ber of channels of the feature map respectively. X can come
from any convolutional layer in a neural network; as we
are interested in relating mid-level features, X is the feature
map after several convolution operations, e.g. at conv3 or
conv4 of a ResNet architecture.

On a selected frame t, there are Nt regions of interest
(ROIs) around fixed entities such as the hands or interact-
ing objects. We denote the collection of ROIs across the T

selected frames as R = {r1, ..., rN}, with N ROIs in to-
tal. The objective of our approach is to learn a mapping g,
parameterized by ⇥, to map X to X0, i.e.

X0 = g(X,R,⇥). (1)

X0 has the same dimensions as X but is transformed in that
the N ROI regions are modified according to the learned
relationships between all the entities in the video. To do
this, we propose a transformer-based self-attention module
which we name TROI (Transformed ROIs).

We denote with fi 2 RC the visual feature within the
ROI ri, where fi = h(Xi, ri). Here, h is a function
that localizes the features corresponding to ROI ri, and
Xi 2 R1⇥W⇥H⇥C is the part of the feature map selected
from the frame to which ri corresponds. In practice, we
estimate the ROI ri based on object detections and local-
ize the associated feature from Xi by applying ROIalign [6]
followed by a spatial average pooling for h. To retain po-
sitional information from the bounding boxes in space and
time, we add a positional encoding [13] to each fi. For
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the positional encoding, we follow a left to right order for
the bounding boxes across the frames by labelling them se-
quentially, as shown in Fig. 1. We found similar results
when ordering from right to left, which indicates that TROI
consistently learns patterns as long as some temporal and
spatial ordering is preserved. We then use this as the posi-
tional value and use the sine and cosine formula used in [13]
to generate the final encoding. The entire set of features as-
sociated with all the ROIs extracted from the video’s feature
maps X is then denoted as F 2 RN⇥C .

2.2. Relational Model
For the mapping g and its parameters ⇥, we choose a

transformer-style encoding architecture and leverage self-
attention to learn the spatio-temporal relationships between
visual entities. Transformers compute sequence represen-
tations by attending to different input positions via stacks
of self-attention layers. In this context, we adapt them to
model the set of mid-level ROI features in a video as a nat-
ural spatio-temporal sequence.

We follow standard transformer notation and use qkv
self-attention [13], with query q, key k and value v. Con-
ceptually, we perform a series of in-place transformations
dependent on the other ROIs from the entire video through
self-attention. A query is an input ROI feature, and the
keys are the sequence of features from all the other ROIs
in a video. The self-attention mechanism estimates atten-
tion weights that correspond to the importance of the ROIs
keys for a particular query ROI. According to this, we first
compute the linear projections for q, k and v features :

[q,k,v] = FWqkv, (2)

where Wqkv 2 RC⇥(2dk+dv) corresponds to the parameter
matrices Wq 2 RC⇥dk ,Wk 2 RC⇥dk ,Wv 2 RC⇥dv of
the projected versions of query, key and value respectively.
Here dk = dv = C/m and m is the number of attention
heads. We refer the reader to [13] for more details on the
transformer architecture.

We compute the attention weights, Aij , as scaled pair-
wise similarities between two ROI features from F and their
query and key representations, qi and kj ,

A = softmax
✓
qkT

p
dk

◆
, A 2 RN⇥N

. (3)

For computing the self-attention, SA, for each ROI in F 2
RN⇥C , we compute a weighted sum over all values v, i.e.

SA(F) = Av. (4)

The self-attention operation calculates the response at
each position, fi, by attending over all other positions in
F. Multi-head attention extends self-attention by running
the same procedure m times; each self-attention procedure

is referred to as a head. Multi-head attention has an implicit
ensembling effect and generally improves performance by
concatenating multiple self-attention outputs:

MHA(F) = [SA1(F), SA2(F), . . . , SAm(F)]Wm, (5)

where the query, value and key projections are found in the
parameter matrix Wm 2 Rm·dv⇥C .

Let ` be the index of one encoder layer. Then f
0
i,`

2 RC

denotes visual information updated with self attention, and
F0

`
2 RN⇥C the entire set of updated features in layer `.

We compute these features as

G0
`
= LN

�
MHA(F0

`�1) + F0
`�1

�
,

F0
`
= LN (MLP(G0

`
) +G0

`
)

(6)

where F0
`

corresponds to updated region features after ev-
ery encoder-layer. The updated features from the previous
layers, F0

`�1, are used as input in the following layers. The
multi-layer perceptron (MLP) contains two linear transfor-
mations with ReLU activations in between. LN corresponds
to layer normalization. We update the original feature map
X with the updated features, F0 with each fi in place, so
that the relative spatial positioning of the features from h is
retained in the transformed X0. As a result, we only mod-
ify the features for the ROI regions; the rest remains un-
changed.

The relational module in TROI was designed with simi-
lar motivations as other relational frameworks such as non-
local networks [15] and GloRe [3]. We share some basic
components such as self-attention. However, we differ in a
key aspect in that non-local networks and GloRe compute
relations of between every feature position with all others in
the feature maps, X exhaustively. They do not leverage any
explicit entity-aware localization, F, so they perform many
more redundant relations and computations.

2.3. Implementation Details
Training: Our models are trained for 80 epochs with a

batch-size of 64 over two 48GB GPUs. We use SGD op-
timization with momentum 0.9 and weight decay of 5e-4.
The learning rate is set at 0.01 for the initial 20 epochs, de-
creased to 0.001 for the following 20 epochs, and finally set
to 10e-4 for the remaining epochs. The backbone network is
initialized with pre-trained Kinetics [2] weights as provided
by [10] and fine-tuned on the respective datasets. We then
add our module and train using the strategy outlined above.
For the transformer, we use two attention heads. We found
conv4 as the optimal location for their relational method.

To sample images from the video, we follow [14] and
TSM [10]. A fixed number of frames (8 or 16) are selected
evenly in time from each video clip. Using more frames,
i.e., 16 instead of 8 typically improves the performance at
the expense of larger models. Unless otherwise indicated,

3



Overall Unseen Participants Tail Classes

Top-1 Accuracy (%) Top-5 Accuracy (%) Top-1 Accuracy (%) Top-1 Accuracy (%)

Set Method Verb Noun Act. Verb Noun Act. Verb Noun Act. Verb Noun Act.

Va
l

SlowFast [5] 65.56 50.02 38.54 90.00 75.62 58.60 56.43 41.50 29.67 36.19 23.26 18.81
TSM [10] 67.86 49.01 38.27 90.98 74.97 60.41 58.69 39.62 29.48 36.59 23.37 17.62
TROI 68.80 49.22 38.90 91.18 72.46 58.86 60.85 39.53 30.05 37.61 21.58 17.84

TSM + TSM 68.24 50.03 39.06 91.18 75.80 61.67 58.59 40.84 29.67 36.02 22.73 17.52
TSM + TROI 68.98 50.10 39.59 91.09 75.94 61.64 59.91 41.03 30.70 36.99 22.42 17.87

Te
st

SlowFast [5] 63.79 48.55 36.81 88.84 74.49 56.39 57.66 42.55 29.27 29.65 17.11 13.45
TSM [10] 65.32 47.80 37.39 89.16 73.95 57.89 59.68 42.51 30.61 30.03 16.96 13.45
TROI 65.98 47.19 37.33 89.58 72.67 57.29 59.42 41.09 30.02 30.19 15.06 13.31

TSM + TROI 66.63 48.98 38.59 89.94 73.84 58.62 60.56 43.58 31.63 29.80 15.02 12.97
Table 1. EPIC-Kitchens validation and test server results. All methods use RGB and optical flow images. The best non-ensembled results
are indicated in bold; best ensembled results are underlined. The results of SlowFast [5] and TSM [10] are computed by [4].

we use 8 frames in our experiments. For data augmentation,
we use the same strategy as suggested in [10]: scale jitter-
ing, corner cropping, and random horizontal flipping. The
augmented image is then resized to 224⇥ 224.

Hand and Object Bounding Boxes: The Epic-
Kitchens-100 [4] dataset provides RGB and optical flow im-
ages, as well as bounding boxes extracted by a hand-object
detection framework [12] that returns class labels left/right
hand and left/right interacting object. For each frame, there
are up to four bounding boxes for these classes. On average,
70% and 76% of the frames have left and right hand/object
detections

3. Experiments

Visual Entities Epic Top1

All hands & objects 36.40

Only objects 35.83
Only hands 33.41
Right hand & object 35.18
Left hand & object 34.61

No entities 32.04

All entities, IOU@0.05 30.45
All entities, IOU@0.25 34.97
All entities, IOU@0.50 35.73

Table 2. Influence of object and hand detection quality the valida-
tion set of Epic using a TSM backbone on RGB.

3.1. Detection Quality
We first evaluate how much impact does the quality of

the detections have during inference. To check this, we test
our models with either missing or corrupted ROIs and show
results in Table 2. Using “only hands” regions decreases
the performance more compared to using “only objects” by
5.7%. Selecting only the right hand and right object, “r

hand & obj”, performs better than selecting the entities on
the left side, “l hand & obj”, with a difference of 0.6%. This
is likely due to the imbalance of right-handed participants in
this dataset. When no ROIs are used during inference, i.e.
our module is bypassed completely, our performance de-
creases by more than 4%. This decrease is unsurprising, as
our model is trained with the module in place for all sam-
ples and the backbone gets adapted to the transformed ROIs
in the feature map after the conv4 layer.

Finally, we corrupt the ROIs by shifting the ROIs to de-
crease the IoU with the original bounding boxes, leaving
an IoU of ↵ = {50%, 25% 5%}. This experiment corre-
sponds to explicitly putting emphasis (attending) in wrong
ROIs, i.e. the background in the middle layers of the CNN.
Our model simply transforms the wrong regions and places
it back into the overall feature map; this overall feature
map, however, still contains visual cues of the object and
hand. Our performance does not decrease significantly,
even with 50% corruption. However, decreasing the over-
lap to 5%, which corresponds to an intentional focus on the
background regions, decreases our performance by 6%.

3.2. Results on EPIC-KITCHENS-100
We compare with action recognition methods on Epic

in Table 1. Like TSM [10] and SlowFast [5], we train two
models on RGB and optical flow images individually to pre-
dict both verbs and nouns. During inference, we average
pre-softmax predictions from the two models. TROI with
a TSM backbone outperforms SlowFast for overall and un-
seen action accuracies on both the validation and test sets.
It achieves higher verb scores than SlowFast (+3.2% and
+2.2% in overall Top-1 accuracy) but noun scores degrade (-
0.4% and -1.4%). On the validation set, we improve the ac-
tion accuracy over TSM [10] on overall, unseen and classes
by 0.6%, 0.6% and 0.2%. However, on the test set, we de-
crease on the unseen and tail action accuracy by 0.6% and
0.1%. Similar to our comparison to SlowFast, our verb ac-

4



Figure 2. Qualitative examples of misleading object localizations
in “open fridge” (top row), “open cupboard” (bottom left) and
“open oven” (bottom right).

curacy outperforms TSM in almost all cases, but noun ac-
curacy is generally lower.

TROI’s poor performance on the noun accuracy, espe-
cially in the tail classes, is puzzling at first glance, since it
is supplied with interacting object ROIs. We further break
down the classes of Epic and observe that we improve over
TSM on actions involving small objects like spoon or knife
and mid-sized objects like pan or bowl. But on large objects
like fridge or cupboard we do worse. Visualizing the bound-
ing boxes for these classes, we observe that the detection al-
gorithm of [12] has a strong size prior and localizes object
parts such as the fridge or oven handle (see Figure 2). We
speculate that in these cases, the ROI for the interacting ob-
ject does not provide sufficient visual context and that one
needs to localize the entire object or appliance to identify
the noun and therefore action.

To compensate for this weakness, we test an ensemble
(TSM + TROI), fusing our predictions with TROI with a
standard TSM. The two complement each other well, as the
ensemble provides a considerable gain over both our own
work and TSM individually. It also edges out an ensemble
of two TSMs (TSM + TSM).

4. Conclusion

The relations and transformations of human-centered en-
tities such as hands or interacting objects are critical cues
for video recognition. In this work, we introduced a rela-
tion module that can be integrated into standard CNNs to
model both short and long-range interactions of such enti-
ties. Based on these interactions, we transform localized
regions of interest within the feature-map via self-attention.
Our framework’s gains over the state of the art highlights
the importance of integrating temporal and relational infor-
mation for action recognition from videos. It also opens up
a new avenue of exploration for relational models via mid-
level features.
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Abstract

In this report, we describe an Anticipative Video Trans-

former (AVT) [11] based solution for the EPIC-Kitchens-

100 anticipation challenge. AVT leverages a vision trans-

former based backbone architecture followed by causal at-

tention based transformer decoder to model the sequential

nature of videos. For the challenge, we aggregate predic-

tions from multiple variants of AVT, applied to different in-

put modalities and backbone architectures, along with prior

work. Our final model obtains strong performance on the

challenge test set with 16.5% mean top-5 recall in predict-

ing future actions.

1. Introduction

Anticipating actions that a person might do in the future
is an important task in egocentric computer vision. It forms
the basis for various downstream applications on wearable
devices, from safety systems that warn the user before po-
tentially dangerous actions, to an assistive systems that help
a user to perform actions by suggesting next steps. Com-
pared to traditional action recognition, anticipation tends to
be significantly more challenging. It requires going beyond
classifying current spatiotemporal visual patterns into a sin-
gle action category—a task nicely suited to today’s well-
honed discriminative models—to instead predict the multi-
modal distribution of future activities. Moreover, while ac-
tion recognition can often side-step temporal reasoning by
leveraging instantaneous contextual cues [12], anticipation
inherently requires modeling the progression of past actions
to predict the future. For instance, the presence of a plate of
food with a fork may be sufficient to indicate the action of
eating, whereas anticipating that same action would require
recognizing and reasoning over the sequence of actions that
precede it, such as chopping, cooking, serving, etc. Indeed,
recent work [9, 18] finds that modeling long temporal con-
text is often important for anticipation, unlike action recog-
nition where frame-level modeling is often enough [14, 21].

To that end, there have been attempts to use sequential
modeling architectures for action anticipation. While recur-
rent models like LSTMs have been explored for anticipa-
tion [1, 9, 23], they are known to struggle with modeling
long-range temporal dependencies due to their sequential
(non-parallel) nature. Recent work mitigates this limitation
using attention-based aggregation over different amounts of
the context to produce short-term (‘recent’) and long-term
(‘spanning’) features [18]. However, it still reduces the
video to multiple aggregate representations and loses its se-
quential nature.

Hence, we introduce Anticipative Video Transformer

(AVT), an alternate video modeling architecture that re-
places “aggregation” based temporal modeling with a an-

ticipative architecture. Aiming to overcome the tradeoffs
described above, the proposed model naturally embraces
the sequential nature of videos, while minimizing the lim-
itations that arise with recurrent architectures. Similar to
recurrent models, AVT can be rolled out indefinitely to pre-
dict further into the future (i.e. generate future predictions),
yet it does so while processing the input in parallel with
long-range attention, which is often lost in recurrent archi-
tectures. Furthermore, while it is compatible with various
backbone architectures, we leverage the recently proposed
vision transformer based architectures [7] as the frame en-
coder, resulting in an end-to-end attention based architec-
ture.

2. Our Approach
We now describe AVT briefly as illustrated in Figure 1,

and refer the readers to the full paper [11] for details.

2.1. Backbone Network
Given a video clip with T frames, V = {X1, · · · ,XT }

the backbone network, B, extracts a feature representa-
tion for each frame, {z1, · · · , zT } where zt = B(Xt).
While various video base architectures have been pro-
posed [4, 8, 20, 21] and can be used with AVT as we demon-
strate later, in this work we propose an alternate architec-

1
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Figure 1: (Left) AVT architecture. We split the T input frames into non-overlapping patches that are linearly projected. We add a
learned [CLASS] token, along with spatial position embeddings, and the resulting features are passed through multiple layers of multi-head
attention, with shared weights across the transformers applied to all frames. We take the resulting features corresponding to the [CLASS]
token, append a temporal position encoding and pass it through the Causal Transformer Decoder that predicts the future feature at frame t,
after attending to all features from 1 · · · t. The resulting feature is trained to regress to the true future feature (Lfeat) and predict the action
at that time point if labeled (Lcls), and the last prediction is trained to predict the future action (Lnext). (Right) Causal Transformer
Decoder. It follows the Transformer architecture with pre-norm [22], causal masking in attention, and a final LayerNorm [16].

ture for video understanding based purely on attention. This
backbone, which we refer to as AVT-b, adopts the recently
proposed Vision Transformer (ViT) [7] architecture, which
has shown impressive results for static image classification.
Specifically, we adopt the ViT-B/16 architecture.

AVT-b is an attractive backbone design because it makes
our architecture purely attentional. Nonetheless, in addi-
tion to AVT-b, AVT is compatible with other video back-
bones, including those based on 2D CNNs [19, 21], 3D
CNNs [4, 8, 20], or fixed feature representations based on
detected objects [2, 3] or visual attributes [15]. In § 3 we
provide experiments testing several such alternatives. For
the case of spatiotemporal backbones, which operate on
clips as opposed to frames, we extract features as zt =
B(Xt�L, · · · ,Xt), where the model is trained on L-length
clips. This ensures the features at frame t do not incorporate
any information from the future, which is not allowed in the
anticipation problem setting.

2.2. Head Network

Given the features extracted by the backbone, the head
network, referred to as AVT-h, is used to predict the future
features for each input frame using a Causal Transformer

Decoder, D:

ẑ1, · · · , ẑT = D(z1, · · · , zT ). (1)

Here ẑt is the predicted future feature corresponding to
frame feature zt, after attending to all features before and
including it. The predicted features are then decoded into
a distribution over the semantic action classes using a lin-
ear classifier ✓, i.e. ŷt = ✓(ẑt). The final prediction, ŷT ,
is used as the model’s output for the next-action anticipa-
tion task. Note that since the next action segment (T + 1)
is ⌧a seconds from the last observed frame (T ) as per the
problem setup, we typically sample frames at a stride of ⌧a
so that the model learns to predict future features/actions at
that frame rate. However, empirically we find the model is
robust to other frame rate values as well.

We implement D using a masked transformer decoder
inspired from popular approaches in generative language
modeling, such as GPT-2 [16]. We start by adding a tempo-
ral position encoding to the frame features implemented as
a learned embedding of the absolute frame position within
the clip. The embedded features are then passed through
multiple decoder layers, each consisting of masked multi-
head attention, LayerNorm (LN) and a multi-layer percep-
tron (MLP). The final output is then passed through another
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LN, akin to GPT-2 [16], to obtain the future frame embed-
dings.

2.3. Training Details
The models are then trained with a combination of three

objectives that include next action anticipation, future fea-
ture prediction, and current action classification. We refer
the reader to the main paper [11] for details.

3. Experiments
3.1. Implementation Details

We preprocess the input video clips by randomly scal-
ing the height between 248 and 280px, and take a 224px
crops at training time. We sample 10 frames at 1FPS by
default. We adopt network architecture details from [7] for
the AVT-b backbone. Specifically, we use a 12-head, 12-
layer transformer encoder model that operates on 768D rep-
resentations. We initialize the weights from a model pre-
trained on ImageNet-1K (IN1k), ImageNet-21K (IN21k)
or ImageNet-1K finetuned from ImageNet-21K (IN21+1k),
and finetune end-to-end for the anticipation tasks. For AVT-
h, we use a 4-head, 6-layer model that operates on a 2048D
representation, initialized from scratch. We employ a linear
layer between the backbone and head to project the features
to match the feature dimensions used in the head. We train
AVT end-to-end with SGD+momentum using 10�6 weight
decay and 10�4 learning rate for 50 epochs by default, with
a 20 epoch warmup [13] and 30 epochs of cosine annealed
decay. In all experiments, we train the model to predict the
future actions, and verbs/nouns are inferred from the action
prediction by marginalizing over the other. At test time,
we employ 3-crop testing, where we compute three 224px
spatial crops from 248px input frames, and average the pre-
dictions over the corresponding three clips.

The default backbone for AVT is AVT-b, based on the
ViT-B/16 architecture. However, we also experiment with
only our head model operating on fixed features from 1) a
frame-level TSN [21] backbone pre-trained for action clas-
sification, or 2) a recent spatiotemporal convolutional ar-
chitecture irCSN-152 [20] pre-trained on a large weakly la-
beled video dataset [10], which has shown strong results
when finetuned for action recognition. We finetune that
model for action classification on the anticipation dataset
and extract features that are used by the head for anticipa-
tion. In these cases, we only train the AVT-h layers. We use
the validation set to optimize the hyperparameters for each
setting, and use that setup on the held out test sets.

3.2. Ablations
In Table 1, we experimentally compare AVT to prior

work and variants of itself with different backbones and
modalities on the validation set. We find AVT-h over fea-

# Head Backbone Init Context Verb Noun Action

R
G

B

1 RULSTM [5] TSN IN1k 2.8s 27.5 29.0 13.3
2 AVT-h TSN IN1k 10s 27.2 30.7 13.6
3 AVT-h irCSN152 IG65M 10s 25.5 28.1 12.8
4 AVT-h AVT-b IN1k 10s 28.2 29.3 13.4
5 AVT-h AVT-b IN21+1k 10s 28.7 32.3 14.4
6 AVT-h AVT-b IN21k 10s 30.2 31.7 14.9
7 AVT-h AVT-b IN21k 15s 30.1 33.8 15.7

O
B

J 8 RULSTM [5] Faster R-CNN IN1k 2.8s 17.9 23.3 7.8
9 AVT-h Faster R-CNN IN1k 10s 18.0 24.3 8.7

Fl
ow 10 RULSTM [5] TSN IN1k 2.8s 19.1 16.7 7.2

11 AVT-h TSN IN1k 10s 20.9 16.9 6.6

Table 1: EK100 (val) using individual modalities. AVT outper-
forms prior work using the exact same features, and further im-
proves with our AVT-b backbone. The 15s model (row 7) was
also trained for longer (70 epochs as opposed to 50 default). Per-
formance reported using overall class-mean recall@5.

Models fused Weights Action

2 + 9 1.5:0.5 14.8
6 + 9 2.5:0.5 15.9
1 + 6 + 9 1.0:1.0:0.5 16.9
1 + 2 + 3 + 6 + 9 1.0:1.0:1.0:1.0:0.5 18.2
1 + 2 + 3 + 6 + 7 + 9 + 11 1.0:1.0:1.0:0.5:1.5:0.5:0.5 19.2

Table 2: EK100 (val) late fusing predictions from different ar-
chitectures. The numbers refer to the model in the corresponding
row in Table 1. Performance reported using overall class-mean
recall@5 for action prediction.

Overall Unseen Kitchen Tail Classes

Split Method Verb Noun Act Verb Noun Act Verb Noun Act

Va
l

chance 6.4 2.0 0.2 14.4 2.9 0.5 1.6 0.2 0.1
RULSTM [5] 27.8 30.8 14.0 28.8 27.2 14.2 19.8 22.0 11.1
AVT+ (TSN) 25.5 31.8 14.8 25.5 23.6 11.5 18.5 25.8 12.6
AVT+ 28.2 32.0 15.9 29.5 23.9 11.9 21.1 25.8 14.1

Te
st chance 6.2 2.3 0.1 8.1 3.3 0.3 1.9 0.7 0.0

RULSTM [5] 25.3 26.7 11.2 19.4 26.9 9.7 17.6 16.0 7.9
TBN [24] 21.5 26.8 11.0 20.8 28.3 12.2 13.2 15.4 7.2
AVT+ 25.6 28.8 12.6 20.9 22.3 8.8 19.0 22.0 10.1

C
ha

lle
ng

e IIE MRG 25.3 26.7 11.2 19.4 26.9 9.7 17.6 16.0 7.9
NUS CVML [17] 21.8 30.6 12.6 17.9 27.0 10.5 13.6 20.6 8.9
ICL+SJTU 36.2 32.2 13.4 27.6 24.2 10.1 32.1 29.9 11.9
Panasonic 30.4 33.5 14.8 21.1 27.1 10.2 24.6 27.5 12.7
AVT++ 25.2 32.0 16.5 20.4 27.9 12.8 17.6 23.5 13.6

Table 3: EK100 val and test sets using all modalities. We
split the test comparisons between published work and CVPR’21
challenge submission. We outperform prior work including all
challenge submissions, with especially significant gains on tail
classes. Performance reported using class-mean recall@5. AVT+
and AVT++ late fuse predictions from multiple modalities, please
see text for details.

tures from prior work [9] already outperforms prior work.
We are able to further improve results with the AVT-b back-
bone and training jointly, especially with the IN21k initial-
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ization. Finally, by using additional frames of context and
training for longer, we obtained the best RGB-only perfor-
mance of 15.7%, showing AVT is effective in incorporating
long-term context.

Next, to further improve the performance, we aggre-
gate predictions across modalities and models by simple
weighted averaging of L2 normalized predictions, as shown
in Table 2. The model numbers refer to the model in the
corresponding row in Table 1. We find that combining mul-
tiple RGB models, based on fixed features and end-to-end
trained, as well as ones using other architectures [9], and
AVT-h applied on obj and flow features gave the best re-
sults on val set. We use a similar model on the test set as
described next.

3.3. Final Model
For the test submission, we first train our models on the

train+val set, and test those models as well as the models
trained only on train set, on the test set. Then, we late fuse
predictions using similar weights as the best combination
in Table 2, and for each case where we use both train+val
and train-only models, we use the same weight on predic-
tions from both. Specifically, we use both train+val and
train-only models for 2, 3, 6, 7 and 9; and train-only models
for 1 and 11. This model obtains 16.53% mean top-5 recall
for actions, as reported in our challenge submission on the
leaderboard. We show the full comparison to existing state-
of-the-art as well as challenge submissions in Table 3. Our
RGB+Obj (6 + 9) late fused model is referred to as AVT+,
and final late fused model is referred to as AVT++. It was
submitted to the challenge using CodaLab username “shef”
with team name “AVT-FB-UT”.

In terms of the supervision scales [6], our pre-training
scale is 2 since we use publicly available models pre-trained
on public weakly supervised videos [10]. The full available
supervision in Epic Kitchens is used for training, leading to
supervision level of 4. The training data used is train + val
sets, leading to training data scale of 4.

4. Conclusion
We have presented the Anticipative Video Transformer

(AVT) architecture as used in the EPIC-Kitchens 2021 chal-
lenge. We propose a end-to-end Transformer based archi-
tecture for predictive video tasks such as anticipation, and
show that it improves over prior work. Our best model,
that aggregates predictions across modalities and models,
obtains strong performance of 16.5% mean top-5 recall in
predicting future actions on the test set.
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Abstract 
 

This report describes our approach to the 
EPIC-Kitchens Action Anticipation task. As a base model, 
we adopted RULSTM, which has achieved excellent results 
in past EPIC-Kitchens competitions. In this competition, 
we tried the following three approaches. 1) Label 
Smoothing using the semantic expression of words; 2) 
Uncertainty modeling loss and Background entropy loss 
for building a model that separates the action frame and 
the background frame; 3) Weighting by Class-Balanced 
loss for imbalanced data sets and postponement of 
weighting by Deferred Re-Weight (DRW). All three meth-
ods resulted in improvements over the baseline method. 
Finally, we submitted the predictions made by the ensemble 
of Model 3) and recorded an accuracy of 14.82% in the test 
data. 
 

1. Introduction 
EPIC-Kitchens [1] is a large data set that includes videos 

of working in kitchens taken with head-mounted cameras. 
The features of EPIC-Kitchens are that the number of Ac-
tion labels is very large, and the number of training data 
items is an imbalanced data set for each class. 
 We took on the Action Anticipation task in this compe-
tition. Our contributions are the following. 

 
1) Applied Label Smoothing based on the similarity of 
language vectors [3] to Action labels that consist of two 
words: a verb and a noun. 

 
2) Applied Uncertainty modeling loss and Background 
entropy loss [4] to separate the action frame and back-
ground frame and focus on training the action frame. 

 
3) Applied Class Balanced Loss [5], which applies 
weighting based on the actual number of data items per 
class, to improve the accuracy of predictions for a small 
number of classes in an imbalanced dataset. Also applied 
DRW [6], which applies weighting after training has 
stabilized, and confirmed its effects. 

 
 Our report is structured as follows: the models and 
methods used in this task are outlined in Section 2. The 
experiments performed and results are described in Section 
3. Section 4 consists of our conclusions and the discussion. 

2. Our approach 

2.1. Base model 
As a base model, we used RULSTM [2], which has 

achieved excellent results in the Action Anticipation task 
in past EPIC-Kitchens competitions. The input of 
RULSTM is learned by each of the three modalities of rgb, 
flow, and obj. During training, the fusion modality learns 
the weightings for the three modalities at the same time in a 
module called MATT [2]. This makes it possible to prior-
itize the modality that contributes to prediction in each 
scene. 

For the input data of RULSTM, rgb and flow used a 
1024-dimensional vector extracted from Temporal Seg-
ment Networks [9] that had been pre-trained in the task of 
action recognition. Obj used a 352-dimensional vector 
extracted from Faster-RCNN [10] that had been pre-trained 
in the object detection task. 

2.2. Label smoothing 
Label Smoothing is normally used to improve the gen-

eralization performance of the model via the regularization 
effect. In past competitions, it was reported that when Label 
Smoothing is applied to Action labels of the EPIC-Kitchens 
dataset [1], the prediction accuracy improves. Also, in past 
competitions, not only simple Label Smoothing, but also a 
method has been proposed of assigning a higher value to 
"incorrect answers that are close to the correct answer" 
according to the EPIC-Kitchens domain. 

Among the proposed methods [3], Label Smoothing 
using GloVe [7] is effective: this method makes the label 
assignment proportional to the similarity of word vectors. 
We tried Label Smoothing with BERT [8], a pre-trained 
language model, to obtain better word vectors. GloVe [7] 
obtains a word-by-word vector, while BERT [8] can obtain 
a word vector for a set of verbs and nouns that make up an 
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Table 1: Results for the EPIC-Kitchens validation data. Bold red indicates the maximum value for each column. LS: Label Smoothing, Um 
& Be: Uncertainty modeling loss & Background entropy loss, CB: Class-Balanced loss, DRW: Deferred Re-Weight, TTA: Test-Time 
Augmentation 

Algo Modality 
Mean Top-5 Recall % (1.0 sec) 
Overall Unseen Tail 
verb noun action verb noun action verb noun action 

Base Model [2] fusion 27.76 30.76 14.04 28.78 27.22 14.15 19.77 22.02 11.14 
LS BERT fusion 25.91 32.64 15.19 28.44 27.88 14.49 17.59 24.25 12.26 
Um & Be fusion 29.57 32.35 15.15 29.48 25.08 13.79 22.39 25.09 12.56 
Um & Be + LS 
BERT 

fusion 27.59 32.75 15.89 30.42 24.77 14.34 19.82 25.23 13.41 

Um & Be + DRW fusion 32.83 33.92 17.07 29.03 26.28 12.15 27.19 29.43 16.12 
CB fusion 28.81 32.09 16.02 26.96 24.92 10.50 23.30 31.02 16.21 
CB + LS BERT fusion 27.61 32.45 15.72 24.76 25.09 10.52 21.81 28.61 15.29 
CB + DRW fusion 32.36 36.58 17.95 33.21 27.89 14.34 26.27 31.68 16.68 
CB + DRW + TTA fusion 32.53 36.42 18.27 32.93 26.91 15.37 26.51 31.41 17.09 

 
action label. To express closeness between labels, the 

cosine similarity of the acquired word vector is calculated 
and the square is assigned to each label. 

2.3. Uncertainty modeling loss & Background en-
tropy loss 

Uncertainty modeling loss & Background entropy loss is 
a method proposed by Lee et al. [4]. Uncertainty modeling 
loss can model uncertainty without frame-by-frame label-
ing, allowing the action frame and the background frame to 
be better separated. Background entropy loss can also 
evenly distribute the probability distribution of actions 
across all action classes to better distinguish background 
frames. The overall loss function is as follows. 

𝐿𝑡𝑜𝑡𝑎𝑙  = 𝐿𝑐𝑙𝑠 +  𝛼𝐿𝑢𝑚 + 𝛽𝐿𝑏𝑒 (1) 
 

𝐿𝑢𝑚 =
1
𝑁

∑(max(0, 𝑚 − ‖𝑓𝑛
𝑎𝑐𝑡‖) + ‖𝑓𝑛

𝑏𝑘𝑔‖)
2

𝑁

𝑛=1

(2) 

 

𝐿𝑏𝑒 =
1

𝑁𝐶
∑ ∑ − log (𝑝𝑐(𝑠𝑛

~𝑏𝑘𝑔))
𝐶

𝑐=1

𝑁

𝑛=1

(3) 

𝐿𝑐𝑙𝑠 is the classification error for action labels. We adopted 
cross entropy. 𝐿𝑢𝑚 and 𝐿𝑏𝑒 respectively indicate Uncer-
tainty modeling loss and Background entropy loss. α and β 
are hyper-parameters. 𝑓𝑛

𝑎𝑐𝑡 𝑎𝑛𝑑 𝑓𝑛
𝑏𝑘𝑔 are the mean feature 

of the pseudo action and background segments of the 𝑛-th 
video. 𝑚 is the maximum feature magnitude. 𝑝𝑐(𝑠𝑛

~𝑏𝑘𝑔) is 
the averaged action probability for the 𝑐-th class of back-
ground segments. 

We have adopted Uncertainty modeling loss & Back-
ground entropy loss as the loss function of RULSTM to be 

able to separate the action frame and the background frame 
and focus on training the action frame in the scene before 
the action to be predicted occurs. 

2.4. Class-Balanced loss & DRW 
EPIC-Kitchens is an imbalanced dataset [1] with a large 

bias in the number of samples per class.  
Therefore, when training without taking measures 

against imbalanced data sets, the prediction of the "major" 
class with a large number of samples works well, but the 
training does not proceed in the "tail" class with a small 
number of samples, so prediction does not work well. 

As a countermeasure to imbalanced data sets, Cui et al. 
[5] proposed a weighting method for each class. Weights 
are calculated by the effective number of data items per 
class. The effective number [5] 𝐸𝑛 is calculated as follows. 

𝐸𝑛 =
1 − 𝛽𝑛

1 − 𝛽
(4) 

𝛽 is hyper-parameter β ∈ [0,1). 𝑛 is the number of 
samples. Class-Balanced loss (CB) is defined as follows. 

 

CB(𝐩, y) =
1

𝐸𝑛𝑦

𝐿(𝒑, 𝑦) =
1 − 𝛽

1 − 𝛽𝑛𝑦
𝐿(𝒑, 𝑦) (5) 

 
𝐩 is the model’s estimated class probabilities. 𝑛𝑦 is the 

number of samples in the ground-truth class 𝑦. We adopted 
binary cross entropy as loss function 𝐿. 

There are several classes with no samples in the 
EPIC-Kitchens training data. Such classes replace the 
number of samples with 1 when calculating the effective 
number of data. 

As a technique for improving accuracy, we also adopted 
Deferred Re-Weight (DRW) as proposed by Cao et al. [6]. 
One of the challenges of weighting each class is training 



 

 

instability [6]. As a countermeasure to this problem, DRW 
weights not from the beginning of training, but after train-
ing has stabilized. 

2.5. Test-Time Augmentation 
Test-Time Augmentation (TTA) was adopted as a 

method of improving the score [12]. TTA is a method of 
augmenting input data at the test time to obtain multiple 
predictions from the same model. The obtained multiple 
predictions are blended based on the following equations to 
obtain the final prediction. 𝛼 ∈ [0,1] is the hy-
per-parameter. 

 
𝑝𝑟𝑒𝑑𝑡𝑜𝑡𝑎𝑙 = 𝛼 ∗ 𝑝𝑟𝑒𝑑𝑛𝑜𝑇𝑇𝐴 + (1 − 𝛼) ∗ 𝑝𝑟𝑒𝑑𝑇𝑇𝐴 (6) 
 

3. Experiment 

3.1. Base model 
 The input of RULSTM was 14 frames before the action 
occurred. The first six frames were used for encoding, and 
the subsequent eight frames were used as anticipation 
frames. The input data is the EPIC-Kitchens video con-
verted to 30 fps and acquired at 0.25-second intervals. 
 In each modality (rgb, flow, obj), RULSTM trained 100 
epochs of pre-training called “sequence completion” [2], 
and after the pre-training was complete, 100 epochs of 
action anticipation training. The fusion modality trained 
100 epochs of training with the parameters of the three 
modalities that had completed the training of action antic-
ipation as initial weights. We used SGD as the optimizer, 
with a learning rate of 1e-2 and a momentum of 0.9. 

3.2. Label Smoothing 
 When training with Label Smoothing based on the word 
vector obtained from BERT [8], the hyper-parameter α of 
Label Smoothing was set from 0.1 to 0.6 at intervals of 0.1. 
The training was conducted under the same conditions as 
the Base Model. As a result, when α = 0.3, a score of 
15.19% was recorded for the validation data, which was an 
improvement of 1.15% from the base model (Table 1). 
 We also compared Label Smoothing methods used in 
past competitions. The BERT-based method proved to be 
the best (Table 2). 
 
Table 2. The results of comparing Label Smoothing methods 
Method 𝛂 verb% noun% action% 
Uniform [3] 0.1 28.61 31.92 14.90 
VerbNoun [3] 0.1 27.47 29.95 13.92 
GloVe [3] 0.2 26.89 32.73 15.08 
VerbNoun+GloVe [3] 0.5 28.06 31.20 14.12 
BERT 0.3 25.91 32.64 15.19 
 

3.3. Uncertainty modeling loss & Background en-
tropy loss 

 There are four types of hyper-parameters 𝛼, 𝛽, 𝑎𝑐𝑡, 𝑏𝑘𝑔 
for Uncertainty modeling loss and Background entropy loss 
(Eq. 1, 2, 3). These four  types of hyper-parameters and the 
ratio of Dropout inside RULSTM were tuned using Optuna 
[11]. As a result of training with tuned parameters, 15.15% 
was recorded for validation data, an improvement of 1.11% 
from the base model. (Table 1) 
 Next, we examined the combination with Label 
Smoothing. We carried out training by simultaneously 
applying BERT-based Label Smoothing, which was the 
best in the experiment in 3.2. As a result, we recorded 
15.89% for the validation data, an improvement of 1.85% 
from the base model (Table 1). 

3.4. Class-Balanced loss & DRW 
  We trained by setting β = 0.999 and 0.9999 as the hy-
per-parameters in Equation 5. As a result, when β = 0.999, 
16.02% was recorded for the validation data, an improve-
ment of 1.98% from the base model. (Table 1) 
 In DRW, we tuned the timing of the start of weighting. 
We compared four patterns of weighting, starting from 50 
epochs, 60 epochs, 70 epochs, and 80 epochs. DRW was 
applied to all the training processes, including pre-training. 
When weighting was started from 60 epochs, 17.95% was 
recorded for the validation data, an improvement of 3.91% 
over the base model (Table 3). 
 

Table 3. The results of comparing DRW start epoch 
Start epoch verb% noun% action% 
50 31.84 36.16 17.44 
60 32.36 36.58 17.95 
70 31.41 35.75 17.68 
80 32.37 36.85 17.69 

 
 We also verified the combination of Class-Balance loss, 
DRW and other verification items. 
Class-Balanced loss × Label Smoothing 
BERT-based Label Smoothing was applied and trained in 
three patterns from α = 0.1 to 0.3; however, none of them 
improved. As α is increased, the prediction accuracy falls, 
so it appears that the effect of weighting for each class is 
weakened by the regularization of Label Smoothing. 
DRW × Uncertainty modeling loss & Background en-
tropy loss 
The classification error 𝐿𝑐𝑙𝑠 of Eq. 1 was weighted as cal-
culated by Class Balanced Loss. DRW was applied from 60 
epochs. It improved by recording 17.05% of the validation 
data compared to the result in 3.3, but it did not update the 
best score. 



 

 

3.5. Test-Time Augment 
 We adopted TTA, which randomly replaces the feature 
vector of up to two out of six frames for encoding with 0. 
The final prediction was a blend of action scores without 
TTA and action scores with TTA at a ratio of 6: 4. Our final 
submitted score was the application of this TTA to the 
result in 3.4, recording 18.27% of the validation data (Table 
1). 

4. Conclusion & Discussion 
 In this report, to improve the accuracy of the Action 
Anticipation task using the RULSTM model, we used La-
bel Smoothing employing the meaning expression of words, 
and Uncertainty modeling loss & Background entropy loss 
to focus on the action frame. Furthermore, we verified 
Class Balanced Loss & DRW as a countermeasure to un-
balanced data sets. Of these, Class-Balanced loss & DRW 
proved the most effective in this competition, with a score 
of 14.82% on the leaderboard. 
 Class-Balanced Loss & DRW, which recorded the best 
score, improved the accuracy of the Tail class compared to 
other methods. This result is in line with the purpose of 
introducing Class-Balanced Loss, which is to improve the 
prediction of classes with a small number of samples. It can 
therefore be said that the effect has been confirmed. 
However, for the Unseen class, it did not improve as ex-
pected. This result means a decrease in generalization 
performance for videos of domains not included in the 
training data. Improving the Unseen class is therefore a 
challenge for the future. 
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Abstract

In this report, the technical details of our submission
to the EPIC-Kitchens Action Anticipation Challenge 2021
are given. We developed a hierarchical attention model for
action anticipation, which leverages Transformer-based at-
tention mechanism to aggregate features across temporal
dimension, modalities, symbiotic branches respectively. In
terms of Mean Top-5 Recall of action, our submission with
team name ICL-SJTU achieved 13.39% for overall test-
ing set, 10.05% for unseen subsets and 11.88% for tailed
subsets. Additionally, it is noteworthy that our submission
ranked 1st in terms of verb class in all three (sub)sets.

1. Introduction
Egocentric action anticipation [1] is receiving increasing

attention recently, which aims to anticipate what the subject
to do next based on the recordings from egocentric cameras.
Different from the third-person action anticipation, it actu-
ally records what the subject observes and performs high-
level perception of in the brain. Associating past sensory
input with future actions is a fundamental step for under-
standing human cognition mechanisms.

It is a challenging problem since future events are highly
uncertain, and there exist several possible diverse predic-
tions based on the observation of the past [3]. It is diffi-
cult to establish an explicit model between the past and the
future, as the sensory input (e.g. visual observation) may
have asynchronous casual effect on the next action and the
future is of multi-modality in nature. Directly arranging the
sensory input as a sequential order and feeding it to some
conventional temporal modelling architectures (e.g. RNN)
may tend to ignore the effects contributed by some rela-
tively old experiences. In our submission, we adopted the
Transformer to dynamically fuse information across time,
modalities, and verb & noun branches.

On the other hand, each label of egocentric actions in
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Figure 1. Overview of our hierarchical Transformer-based fusion
framework. Our framework is a cascade of several singular blocks.
In each block, the temporal self-attention (TSA) module aims to
model long-range temporal information, capturing asynchronous
effect for the action anticipation. The cross-modality attention
(CMA) module aims to fuse information across modalities via
Transformer-based attention mechanism. The symbiotic attention
(SA) module serves for the mutual interaction between verb and
noun branches with the goal of benefiting each other.

Epic-Kitchen is formulated as a {verb, noun} pair. The
combination of different verbs and nouns would lead to
thousands of candidates [3]. Similar to the “long-tailed”
distribution in many real-world applications, the majority
of actions only occur very few times. Such imbalanced
distribution would decrease the generalization capability of
trained model on rare classes. In this report, we adopted a
state-of-the-art method, Equalization Loss [7], to handle the
long-tailed distribution problem.
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2. Methods
We directly adopted the multi-modality feature provided

by RULSTM [2, 4], which consists of features from three
modalities, rgb Frgb, flow Fflow, and object Fobj . Frgb and
Fflow were extracted from pretrained TSN models [9] on
the action recognition task. Fobj was formed by the ob-
ject probability score predicted by pretrained FasterRCNN
model [6]. Each input F 2 RN⇥Df denotes the feature vec-
tor with a dimensionality of Df extracted from N frames,
(3.5-1)s before the beginning of the actions.

Our key idea is to exploit Transformer based attention
mechanisms to fuse information from temporal dimension,
different modalities, as well as verb/noun branches. The
overall framework is illustrated in Fig. 1 and the details of
each basic component are given below.

2.1. Temporal Self-Attention (TSA)
Instead of applying conventional network architectures

for temporally modelling like LSTM/GRU, we applied
Transformer [8] to better model the long-range temporal re-
lationship by attention mechanisms. The input feature vec-
tor is added by sinusoidal positional embedding to incor-
porate the positional information. It transforms the input
feature to a set of queries (Q), keys (K) and values (V)
via linear projection. Subsequently, the attention weights
computed from the normalized dot product of Q and K are
applied to aggregate values, as formulated in Eq. 2. It sub-
sequently applies add & norm operations to enable residual
connections, as formulated in Eq. 3. Subsequently, non-
linear feedforward MLPs followed by add & norm residual
connections are applied, as in Eq. 4.

Q = FWq,K = FWk,V = FWv (1)

where Wq 2 RDf⇥Dq , Wk 2 RDf⇥Dk , Wv 2
RDf⇥Dv denote corresponding linear projection matrices.

A = softmax

✓
QKT

p
Dk

◆
V (2)

F
0
= layer norm(A+ Fin) (3)

Fout = layer norm(MLP(F0) + F
0
) (4)

2.2. Cross-Modality Attention (CMA)
To make use of the complementary information encoded

in different modalities, we introduced a cross-modality at-
tention (CMA) mechanism, which is expected to capture
asynchronous yet relevant information across modalities.
Inspired by the fusion method proposed in [5], we con-
catenate Frgb Fflow Fobj into a feature with a shape of
N ⇥

P
Df , and then apply the CMA module to aggregate

features across time.

2.3. Symbiotic Attention (SA)
Similar to previous action recognition/anticipation

works, we utilized two branches to predict verb and noun
separately. However, it is not appropriate to consider verb
and noun as two independent variables to be predicted by
two independent branches, since they share mutual contex-
tual information [10]. The awareness of the next active ob-
ject provides the prior probability for predicting the next
verb, whereas predicting the next verb would help recog-
nize the next object to be manipulated. Therefore, we in-
corporated another Transformer module for the interaction
between verb and noun branches. This module, referred to
as Symbiotic Attention (SA) module, applied Transformer
network to process concatenated feature input with a shape
of 2N ⇥

P
Df .

2.4. Cascaded Architecture
Based on the TSA, CMA, and SA modules, the illus-

tration of our network architecture is given in Fig. 1. It
firstly processes the input of each modality by their cor-
responding TSA modules. Subsequently, the CMA mod-
ules in both branches fuse features across multiple modali-
ties, followed by a SA module performing interactions be-
tween both branches. Finally, the features extracted from
two branches are concatenated together and fed into another
TSA module to predict the action. We developed a cascaded
architecture with the repetition of the same block, whereas
the output of each block is extracted for prediction. In prac-
tice, the block number n is set as 2.

2.5. Equalization Loss
To deal with the long tailed distribution, we adopted the

Equalization Loss proposed in [7]. It proposed a simple yet
effective loss aimed at protecting the learning of rare classes
by randomly neglecting the updating of rare classes when
the target is a majority class. The loss function is modi-
fied from cross-entropy loss, and its formulation is shown
as below,

LSEQL = �
cX

j=1

yj log(p̃j) (5)

p̃j =
ezjPc

k=1 w̃kezk
(6)

w̃k = 1� �T�(yk)(1� yk) (7)

where � is random binary variable with a probability of �
to be 1 and otherwise 0. T�(yk) is a threshold function de-
termining whether yk is a majority class by predefined oc-
currence frequency threshold.

3. Implementation Details
The whole model was implemented with Pytorch and

trained on a single RTX 2080 Ti GPU. The batch size was



Table 1. Results of Ablation Studies on Validation Set.

Method Overall (%) Unseen (%) Tail (%)

Verb Noun Action Verb Noun Action Verb Noun Action

RULTSM[2] 27.76 30.76 14.04 28.78 27.22 14.15 19.77 22.02 11.14

TSA-RGB 33.23 32.65 13.71 28.65 20.61 10.23 29.12 31.41 13.34
TSA-Flow 24.19 17.02 6.74 30.61 15.74 6.01 19.33 15.46 5.72
TSA-Obj 25.37 29.51 9.93 28.39 22.19 7.06 21.26 28.09 9.51
w/o CMA 31.46 31.92 14.90 34.10 23.47 10.22 26.37 30.14 14.56
w/o SA 35.78 32.18 12.93 29.79 17.56 10.51 32.08 31.01 12.43
w/o Equal 27.65 31.34 14.16 27.49 25.25 12.61 20.92 25.60 11.98

Proposed-Single 33.60 32.54 15.05 33.05 25.43 11.96 29.04 31.03 14.39
Proposed-Ensemble 35.04 35.49 16.60 34.64 27.26 13.83 30.08 33.64 15.53

Table 2. Results of Testing Set on LeaderBoard.

Method Overall (%) Unseen (%) Tail (%)

Verb Noun Action Verb Noun Action Verb Noun Action

RULSTM-RGB 24.69 26.38 10.45 17.88 23.16 9.13 17.32 16.79 7.39
RULSTM-Flow 21.24 18.12 7.36 17.27 18.95 6.86 13.54 9.44 4.97
RULSTM-OBJ 13.93 15.17 3.96 14.05 20.41 5.79 6.18 5.37 1.85
RULSTM-Fusion 25.25 26.69 11.19 19.36 26.87 9.65 17.56 15.97 7.92
Proposed-Single 37.13 30.19 12.44 29.72 20.87 10.57 34.53 28.42 9.74
Proposed-Ensemble 36.15 32.20 13.39 27.60 24.24 10.05 32.06 29.87 11.88

set as 128 and we applied SGD optimizer with a learn-
ing rate of 0.01 and a momentum of 0.9. The implemen-
tation details can be found in https://github.com/
guxiao0822/trans_action.

To participate in the challenge, we developed an ensem-
ble of three trained models based on our proposed method
together with the baseline RULSTM-Fusion to achieve per-
formance gains from their complementary information.

4. Results and Discussion
Following the evaluation guideline of this challenge1, the

Mean Top-5 Recall Metric is used. First of all, to demon-
strate the effectiveness of different modules proposed, we
conducted ablation study on the validation subset with the
results shown in Table 1. The TSA-RGB/Flow/Obj refers
to the variant only applying TSA with their corresponding
single-modality feature as input. w/o CMA, SA denote the
variants with CMA, SA module removed respectively. w/o
Equal replaces the Equalization Loss by the conventional
cross-entropy loss. It can be observed that overall the com-
plete method performs well.

For the test set, The final results of our single model and
the ensemble version are given in Table 2, together with the
results of the baseline method RULSTM [4]. As shown in
Table 2, for our single model, our method competes against
the baseline methods regarding most metrics. Especially for

1https://competitions.codalab.org/competitions/
25925

the tail classes, a significant improvement can be observed.
The ensemble of our models and RULSTM Fusion leads
to slight improvement in terms of some metrics, especially
for the result of Tail action. It is also noteworthy that our
proposed method ranked 1st for verb in all three (sub)sets.

We noticed marginally preferable results reported by
some other teams in terms of action as shown in the Leader-
board. Future work should be targeted at further exploring
the symbiotic relationship between verb and noun for the
improvement of action classification. Modelling the tem-
poral transition of different actions as well as the label dis-
tribution to handle label uncertainty should also be taken
into consideration.
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Abstract

This technical report describes the approach of user
“temporalAgg” (team “NUS CVML”) for the EPIC-
KITCHENS-100 Action Anticipation Challenge 2021. In
this report, we predict upcoming actions in long videos
of daily activities. Future prediction requires reasoning
from current and past observations. We employ the multi-
granular temporal aggregation framework from Sener et
al. [9], for action anticipation. This method achieved com-
petitive results in EPIC-KITCHENS-55 Action Anticipa-
tion Challenge 2020. We train this method on the EPIC-
KITCHENS-100 videos and further boost its performance
with additional features. Our submission is ranked 4th on
the leaderboard of the challenge. Our code and models
can be found at https://github.com/dibschat/
tempAgg

1. Introduction

We tackle long-term video understanding, specifically
anticipating not-yet-observed but upcoming actions. The
anticipation task of EPIC-KITCHENS-100 requires antic-
ipating the future action ⌧↵ = 1s before it starts. We use
a general framework from [9, 8] for encoding long-term
videos. We split video streams into snippets of equal length
and max-pool the frame features within the snippets. We
then create ensembles of multi-scale feature representations
that are aggregated bottom-up based on scaling and tempo-
ral extent. The model is described in detail in [9], and we
refer the reader to this paper for further detail.

An overview of the building blocks of this framework
can be found in Fig. 1. Based on different start and end
frames i and j and number of snippets K, we define two
types of snippet features: ‘recent’ features {R} from re-
cent observations and “spanning” features {S} drawn from
the long-term video. The recent snippets cover the couple
of seconds (or up to a minute, depending on the temporal

max-pooling
(over frame features)

input video sequence

next action 
prediction

Åpast future→

spanning past

recent past
Σ

TAB.

TAB.

𝑆𝐾1

𝑆𝐾2

𝑆𝐾3

𝑅𝑖1

𝑅𝑖2

Å?→

Figure 1. Model overview: In this example we use 3 scales for
computing the “spanning past” snippet features SK1 ,SK2 ,SK3 ,
and 2 starting points to compute the “recent past” snippet features,
Ri1 ,Ri2 , by max-pooling over the frame features in each snippet.
Each recent snippet is coupled with all the spanning snippets in
the Temporal Aggregation Blocks (TAB). An ensemble of TAB
outputs is used for next action anticipation. Best viewed in color.

granularity) before the current time point, while spanning
snippets refer to the long-term past and may last up to ten
minutes. In Fig. 1 we use two starting points to compute
the “recent past” snippet features and represent each with
KR = 3 number of snippets ( & ). In Fig. 1 we
use three scales to compute the “spanning past” snippet fea-
tures with K = {7, 5, 3} ( , & ). Key
to both types of representations is the ensemble of snippet
features from multiple scales.

The framework is built in a bottom-up manner, start-
ing with the recent and spanning features R and S , which
are coupled with non-local blocks (NLB) within coupling
blocks (CB). Non-local operations [12] are applied to cap-
ture relationships amongst the spanning snippets and be-
tween spanning and recent snippets. Two such NLBs
are combined in a Coupling Block (CB) which calculates
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# segments {i}(in seconds (s)) spanning scope (s) KR {K}
90K {t�1.6, t�1.2, t�0.8, t�0.4} 6 2 {2, 3, 5}

Table 1. Our model parameters.

Overall Unseen Participants Tail Classes

Split Modality Verb Noun Act. Verb Noun Act. Verb Noun Act.

RGB (TSM) 23.41 29.28 12.91 29.44 23.92 13.33 15.56 22.00 10.24

Val

RGB(TSN) 24.22 29.76 13.02 27.04 22.95 12.21 16.23 22.93 10.41
Flow (TSN) 18.90 18.68 7.27 26.53 18.86 9.54 10.65 12.53 5.25

Obj 20.45 27.64 10.45 24.17 24.71 11.45 12.55 19.31 7.36
ROI (TSN) 21.22 26.61 11.62 25.49 19.16 10.10 13.36 19.91 9.10

Late Fusion 23.15 31.37 14.73 28.01 26.23 14.47 14.50 22.47 11.75

Table 2. Action anticipation results (reported in class-mean top-5 recall (%)) on EPIC-KITCHENS-100 validation set. Here, late fusion
refers to the average voting of the outputs from the modalities RGB (TSN), Flow (TSN), Obj and ROI (TSN).

SLS Overall Unseen Participants Tail Classes

Split Modality PT TL TD Verb Noun Act. Verb Noun Act. Verb Noun Act.

Test Late Fusion 1.0 4.0 4.0 21.76 30.59 12.55 17.86 27.04 10.46 13.59 20.62 8.85

Table 3. Action anticipation results (reported in class-mean top-5 recall (%)) on EPIC-KITCHENS-100 test set. SLS (Supervision Levels
Scale) [3] for our results are: SLS-Pretraining (PT) = 1.0 (pre-trained on public image datasets), SLS Training Labels (TL) = 4.0 (full-
supervision i.e. spatio-temporal), SLS Training Data (TD) = 4.0 (trained on Train+Val set). Late fusion refers to the average voting of the
outputs from the modalities RGB (TSN), Flow (TSN), Obj and ROI (TSN).

attention-reweighted recent and spanning context represen-
tations. Each recent with all spanning representations are
coupled via individual CBs, and their outputs are combined
in a Temporal Aggregation Block (TAB). Outputs of differ-
ent TABs are then chained together for action anticipation.

2. Implementation Details

We train our model using the Adam optimizer [6] with
batch size 10, learning rate 10�4 and dropout rate 0.3. We
train for 15 epochs and decrease the learning rate by a factor
of 10 every 10th epoch. We use 512 dimensions for all non-
classification linear layers.
Parameters: The spanning scales {K}, recent scale KR

and recent starting points {i} are given in Table 1. In our
work, we anticipate the action classes directly rather than
anticipating the verbs and nouns independently [2] which is
shown to outperform the latter [4].

3. Features

We use the appearance (RGB), motion (optical flow),
and object-based features provided by Furnari and
Farinella [5] for reporting the baseline results on EPIC-100.
They independently train two CNNs using the TSN [11]
framework on RGB and flow images for action recognition
on EPIC-Kitchens-100. They also train object detectors to
recognize the 352 object classes of the EPIC-KITCHENS-
100 dataset.

We also extract RGB features from TSM [7] using a
model pre-trained on EPIC-Kitchens-100 provided by [1].
In addition to this, we also extract regions of interest (ROI)
features from pre-trained TSN and TSM models for the
hand-object interaction regions in frames. We use the in-
teracting hand-object bounding boxes provided by [10] and
consider the union of these boxes to be our ROI for the
frame. The RGB features from this ROI help our model
to ignore the background clutter that adversely affects our
performance and focus primarily on the interacting regions.
We observed that ROI features extracted from TSN per-
form better than the TSM-based features. We think this
is because TSM is a segment-based model, whereas we
extract ROI features for each frame. The feature dimen-
sions are 1024/2048, 1024 and 352, 1024 for appearance
(TSN/TSM), motion, object, and ROI features, respectively.

4. Results on EPIC-KITCHENS-100

The anticipation task of EPIC-KITCHENS-100 re-
quires anticipating the future action ⌧↵=1s before it starts.
We train our model separately for each feature modality (ap-
pearance, motion, object and ROI) with the parameters de-
scribed in Table 1.

During inference, we apply a late fusion of the predic-
tions from the different modalities by average voting. We
report our results (class-mean top-5 recall (%)) for valida-
tion in Table 2 for different modalities and late fusion. We
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report our late fusion-based results on the hold-out test data
on EPIC-KITCHENS-100 Action Anticipation Challenge
(2021) in Table 3 for the entire set (overall), unseen par-
ticipants not present in the training set and tail classes.
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Abstract

This technical report analyzes an egocentric video action

detection method we used in the 2021 EPIC-KITCHENS-

100 competition hosted in CVPR2021 Workshop. The goal

of our task is to locate the start time and the end time of

the action in the long untrimmed video, and predict action

category. We adopt sliding window strategy to generate pro-

posals, which can better adapt to short-duration actions. In

addition, we show that classification and proposals are con-

flict in the same network. The separation of the two tasks

boost the detection performance with high efficiency. By

simply employing these strategy, we achieved 16.10% per-

formance on the test set of EPIC-KITCHENS-100 Action

Detection challenge using a single model, surpassing the

baseline method by 11.7% in terms of average mAP. Finally,

we achieve Rank 1st in this challenge.

1. Introduction
Temporal action detection is a challenging task, espe-

cially for the EPIC-KITCHENS-100 dataset [9], where (a)

most actions spans a short period, compared to the dura-

tion of the original untrimmed videos and (b) consistently

altering action categories under the same background envi-

ronment requires the network to have the ability to look for

fine-grained features and discriminate complicated spatio-

temporal interactions. To alleviate these issues, we pro-

pose the following strategies: (a) We use sliding windows

† Equal Contribution.

⇤ Corresponding authors.

This work is done when Z. Qing, Z. Huang, X. Wang and Y. Feng are

interns at Alibaba Group.

to restrict the length of the input untrimmed videos for each

video clip that is to be evaluated. This ensures that enough

features are assigned to the short action segment candidates,

which will be otherwise overwhelmed by the features from

other segments in a long video that is simply normalized.

The possibility is also increased that the length of the poten-

tial action segments can be matched to the pre-defined tem-

poral anchors. (b) For more accurate verb and noun classi-

fications, pre-trained backbones are employed for the clas-

sification of each video clip in the long videos. Addition-

ally, we noticed an optimization conflict for proposal eval-

uation and classification, where the performances of both

tasks drop drastically when a joint head is used to perform

both tasks. Hence, we propose to use separate heads for

evaluating the proposals as well as performing the classifi-

cations.

2. Our Approach
The overall architecture of our approach is visualized in

Figure 1. The general process can be divided into four steps,

respectively, (i) the pre-training of the classification models,

(ii) feature extraction process, (iii) proposal generation pro-

cess as well as the (iv) detection result generation process.

We will discuss all the four stages one by one in the follow-

ing sections.

2.1. Pre-train of Classification Models
Transfer learning is an important measure to improve

the generalization ability of the model. Supervised train-

ing [24, 26, 8, 29, 25, 11] as well as unsupervised ones [15,

13, 21] are two mainstream pre-training strategy. Although

the latter strategy can leverage a larger set of data, leading to

a more generalized representation, supervised pre-training

1
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Figure 1: The overall framework of our approach. In feature extraction process, the input videos are divided into N

clips, which are fed to the pre-trained backbone to extract features as well as verb and noun predictions. In the proposal

generation stage, the sliding windows are uniformly distributed along temporal dimension, and clip-level features covered

by each sliding window are fed to the Boundary Matching Network to generate proposals. In detection generation stage, the

classification results for each proposal are sampled from classification scores yielded by the pre-trained backbone. Finally,

the verb and noun predictions are fused with proposals to generate detection result with action predictions.

utilizes training data more efficiently and effectively. There-

fore, we adopt the former strategy. Recently, Transformer-

Based methods have shown great potential in image recog-

nition [10, 33] and video understanding [1, 3]. We employ

ViViT [1] and CSN [25] as our backbone for comparison

and first pre-train it on Kinetics700 [7] dataset, mostly fol-

lowing the training recipes in DeepViT [33]. And then the

pre-trained backbone is fine-tuned on EPIC-KITCHENS-

100 dataset with verb head and noun head. In the fine-

tuning stage, the FPS of the videos are normalized to 60,

we sample 32 frames with sampling rate of 2 for each clip.

The training details of the backbone models can be referred

to our Action Recognition report [14].

2.2. Feature Extractor

Limited by the GPU memory, the raw frames cannot be

directly fed to the backbone. Because of the limited GPU

memory, it is impossible to put the whole video to the com-

puting device. Therefore, multiple high-dimensional fea-

ture vectors are extracted from the untrimmed video using

the pre-trained backbones, which will be further used in the

later stage to generate action proposals. For the feature ex-

traction process, we mostly follow the common setting in

the temporal action detection community [18, 19, 17, 30,

12, 5, 2, 31, 22, 23, 27, 16, 28]. Specifically, given the num-

ber of frames l in a video, we split the video according to a

fixed stride � between consecutive video clips. Hence, the

whole video is split into N clips, where N = l/�. In our ex-

periments, the value of � is set to 16. It is worth noting that,

besides the feature vectors, the verb and noun predictions

are saved at the same time for each clip when extracting its

features.

2.3. Generation of Proposals

In our observations, different from mainstream action

detection datasets [6, 32], 98.15% of the duration of the

ground truth action segments are less than 20s. However,

the average duration of the videos is up to 512.43s, which

results in an extremely low percentage that the action seg-

ment candidate accounts for in the entire video. Therefore,

we propose to generate action proposals within sliding win-

dows. For each sliding window, we include features for

200 video clips. Because the interval between two con-

secutive video clips are 16 frames, which can be converted

to 0.2667s in a 60-fps video, each sliding window contains

contextual information lasting around 53.33s. The time in-

terval between each sliding window is half of the size of one

sliding window, which is 26.67 seconds. To ensure that at

least one sliding window will cover the whole action seg-

ment candidate, we limit the maximum length of the poten-

tial action segment to be 26.67 seconds.

With sliding windows, Boundary Matching Net-

work(BMN) [18] is employed to generate accurate propos-

als. Given the clip-level features x 2 RN⇥C
, BMN ex-
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Feature Backbone Classification
mAP(Val) for Action mAP(Test) for Action

@0.1 @0.2 @0.3 @0.4 @0.5 Avg @0.1 @0.2 @0.3 @0.4 @0.5 Avg

ViViT [1] BMN [18] 6.84 6.01 5.28 4.42 3.26 5.16 5.86 5.33 4.67 4.03 3.03 4.59

CSN [25] BMN [18] 7.30 7.01 6.56 6.05 5.08 6.40 - - - - - -

ViViT [1] CSN [25] 13.90 13.23 11.98 10.48 8.80 11.68 13.08 11.97 10.84 9.56 8.00 10.69

ViViT [1] ViViT [1] 21.14 20.10 19.02 17.32 15.11 18.53 18.76 17.73 16.26 14.91 12.87 16.11
(a) Action detection results for Action.

Feature Backbone Classification
mAP(Val) for Verb mAP(Test) for Verb

@0.1 @0.2 @0.3 @0.4 @0.5 Avg @0.1 @0.2 @0.3 @0.4 @0.5 Avg

ViViT [1] BMN [18] 11.32 10.07 8.64 6.73 5.00 8.35 10.07 9.41 8.29 6.63 4.80 7.84

CSN [25] BMN [18] 12.89 12.39 11.55 10.42 8.09 11.06 - - - - - -

ViViT [1] CSN [25] 16.57 15.56 14.10 12.12 10.21 13.71 17.58 15.91 14.21 12.23 9.73 13.93

ViViT [1] ViViT [1] 22.92 21.86 20.89 18.33 15.66 19.93 22.77 22.01 19.63 17.81 14.65 19.37
(b) Action detection results for Verb.

Feature Backbone Classification
mAP(Val) for Noun mAP(Test) for Noun

@0.1 @0.2 @0.3 @0.4 @0.5 Avg @0.1 @0.2 @0.3 @0.4 @0.5 Avg

ViViT [1] BMN [18] 9.70 8.35 7.21 5.77 4.08 7.02 9.76 8.67 7.43 6.02 4.19 7.22

CSN [25] BMN [18] 11.00 10.34 9.46 8.29 6.71 9.16 - - - - - -

ViViT [1] CSN [25] 18.47 17.21 15.56 13.38 10.58 15.04 19.46 17.79 15.87 13.62 10.90 15.53

ViViT [1] ViViT [1] 30.09 27.59 25.81 22.80 19.26 25.11 26.44 24.55 22.30 19.82 16.25 21.87
(c) Action detection results for Noun.

Table 1: Action detection results on EPIC-KITCHENS-100 dataset. Features are extracted by the backbone in the feature

backbone column. BMN in the classification column indicates that two classification heads are added upon the BMN feature

to perform verb and noun predictions, while CSN and ViViT in the classification column indicates that we directly sample

the prediction results temporally to obtain the final classification. The predictions results of CSN and ViViT are saved during

the feature extraction process.

tracts candicate-level features for each potential action seg-

ments by matrix multiplication. The resultant features are

then scored according to their IoU with the ground truth.

We discard the scores from the Temporal Evaluation Mod-

ule(TEM) and only retain the scores from the regression

map and the classification map in Proposal Evaluation Mod-

ule(PEM), as the inclusion of TEM actually hurt the perfor-

mance. For more details obout PEM and TEM, please refer

to BMN [18]. Since there is redundancy in the proposals

generated by BMN, Soft-NMS [4] is applied to remove the

redundant proposals. The hyperparameters in Soft-NMS are

set to 0.25, 0.9 and 0.4 for low threshold, high threshold

and alpha, respectively. In training, we utilize AdamW [20]

as optimizer and set learning rate to 0.002. The model is

trained for 10 epochs with cosine learning rate schedule.

2.4. Generation of Detection Results
To detect actions, it would be convenient if the

BMN [18] can directly output both scores for the candi-

date proposals as well as the predictions of the verb and

noun category for the corresponding proposals. However,

we observe that when we use the candidate-level features

extracted by the BMN network to perform both proposal

evaluation task and classification, the performance is terri-

ble. We suspect that there is some optimization conflict in

the classification and the proposal evaluation tasks.

Since the accuracy of the feature extraction back-

bone ViViT (pre-trained on Kinetics700 and fine-tuned for

EPIC-KITCHENS-100 action recognition task) can achieve

47.4% with 3⇥10 views in the validation set, we directly

use its classification predictions. Specifically, we save

all the predictions during the feature extraction process as

we have mentioned before. Empirically, we show in Ta-

ble 1 that, when we use ViViT [1] or CSN [25] features

as the clip-level features and the candidate-level features of

BMN to perform classification, the performance is worse

than simply using the classification results generated di-

rectly by ViViT or CSN. Furthermore, when ViViT clas-

sification is used, a 6.85% performance improvement is ob-

served over the CSN classification results. This is mainly

due to the higher accuracy of ViViT in action recognition

task. In our experiments, we do not use any ensemble strat-

egy, which provides a simple and strong baseline for EPIC-

KITCHENS-100 dataset.

To generate detection results, for each proposal gener-

ated by BMN, we sample the classification results in time

range covered by the proposal with 10 uniform temporal lo-

cation. The sampled classification results are averaged to
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get the prediction of respectively verb and noun for the pro-

posal. Finally, the action detection results are obtained by

fusing verb, noun scores and proposals.

3. Conclusion
In this report, we propose a stronger baseline for Ego-

Centric Action Detection. We adopt a sliding window strat-

egy to alleviate the problem that the temporal duration of

proposals is too short to be detected difficultly. In addition,

we also found that the conflict when the classification task

and the proposal task coexist in the same network. Sepa-

rating the two has significantly improved the performance.

These two problems are inevitable in EPIC-KITCHENS-

100 temporal action detection, how to solve these problems

elegantly is still worthy of further study.
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Abstract

This report describes our submission to EPIC Kitchens

100 action detection challenge 2021. The key to our sub-

mission is a novel action localization model. Specifically,

our model, built on a Transformer network, considers an

action as a moment around the center of its timeline, and

further estimates its temporal boundaries. Our final model,

equipped with SlowFast features provided by [7], achieves

7.2 mAP on the validation set and 7.1 mAP on the test set,

outperforming previous methods.

1. Introduction

Identifying action instances in time and recognizing their
categories, known as temporal action localization, is a criti-
cal task for video understanding. Inspired by the success of
object detection, almost all previous approaches represent
an action instance as a temporal segment. These segments
are modeled either by using sampled sliding windows i.e.,
anchors [4, 21, 14, 6, 26, 17, 25], or by detecting their tem-
poral boundaries, e.g., the onsets and offsets [15, 13, 27, 2].
Unfortunately, actions in videos can have drastically differ-
ent lengths that are hard to capture using a fixed set of an-
chors. Moreover, there is considerable ambiguity in the ex-
act onsets and offsets of actions [19], making them difficult
to localize in videos.

We consider representing an action instance as a mo-

ment around the center of its timeline, from which its on-
set and offset can be further estimated. This alternative de-
sign stems from recent works on point-based object detec-
tion [28, 10, 23]. Without using pre-defined anchors, our
representation is more flexible to cover actions with dis-
parate lengths. Further, detecting action moments around
the center is arguably less ambiguous than finding the onsets
and offsets [22, 1]. On the other hand, the detection of an

action moment and the subsequent estimation of temporal
boundaries, require the information about the full action in-
stance within its temporal context. Therefore, a major chal-
lenge of our representation is the modeling of long-range
temporal information in videos.

To address this challenge, we explore a Transformer-
based model [24] for temporal action localization, replac-
ing the widely used convolutional and recurrent networks.
A Transformer network adopts self-attention to aggregate
contextual information from a full input sequence, thereby
offering an ideal approach to model long-range temporal de-
pendencies in videos. Transformer-based models have been
primarily used for natural language processing [8, 24], re-
cently explored in vision tasks [5, 9] including action un-
derstanding [12], yet not considered for action localization.

Our model, dubbed “LocTransformer”, offers a single-

stage anchor-free model for temporal action localization.
We report results on the action detection task of EPIC
Kitchens 100 dataset using pretrained SlowFast features
from [7]. Our method achieves 7.2 mAP on the validation
set and 7.1 mAP on the test set, surpassing the strong base-
line of BMN [13] by a significant margin.

2. Localizing Moments of Actions

with Transformers

Given an input video X, we assume that X can be rep-
resented using a set of vectors X = {x1,x2, . . . ,xT } de-
fined on discretized time steps t = {1, 2, . . . , T}, where T
varies across videos. For example, xt can be the feature
vector of a clip at time step t extracted from a 3D con-
volutional network. The goal of temporal action localiza-
tion is to predict the action label Y = {y1,y2, . . . ,yN}
based on the input video sequence X. Y consists of N ac-
tion instances yi, where N also varies across videos. Each
instance yi = (si, ei, ai) is defined by its onset si, off-
set ei and action label ai, where si 2 [1, T ], ei 2 [1, T ],
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Figure 1. Overview of our method. Our method detects an action instance as a moment at the center of its timeline, and further estimates
the distances from the center to the action’s onset and offset (top middle). Specifically, our model first extracts a sequence of video clip
features, embeds each of these features, and adds position embedding. The embedded features are further encoded into a feature pyramid
using a multi-scale transformer (right). The feature pyramid is further aggregated (top left) and examined by shared classification and
regression networks, producing an action candidate at every time step. Our method provides a single-stage anchor-free model for temporal
action localization with strong performance across several datasets.

ai 2 {1, 2, . . . , C} (C pre-defined categories) and si < ei.
The task of temporal action localization is thus a challeng-
ing structured output prediction problem.

Actions as Moments. Our key idea is to represent an ac-
tion as a moment at the center of its timeline, plus the
distances between this center point and the action’s onset
and offset. This is equivalent to reparameterize an action
yi = (si, ei, ai) using its center point ci = (ei + si)/2,
such that ŷi = (ci, dsi = ci � si, dei = ei � ci, ai).
Based on this parameterization, we convert the structured
output prediction problem (X = {x1,x2, ...,xT } ! Y =
{y1,y2, . . . ,yN}) into a more approachable sequence la-
beling problem

X = {x1,x2, ...,xT } ! Ŷ = {ŷ1, ŷ2, ..., ŷT }. (1)

The output ŷt at time step t is defined as ŷt =
(p(ct), dst , d

e
t , p(at)).

• p(ct) is the probability of a binomial variable ct (with
slight abuse of notation). p(ct) ! 1 means that current
time step t is (close to) a center point of an action.

• dst > 0 and det > 0 are the distance between the current
center point to the starting and ending points, respec-
tively. dst and det are undefined if t is not a center point.

• p(at) is the probability of a multinomial variable in-
dicating the current action category at at time t with
at 2 {1, 2, . . . , C}.

This formulation, inspired by recent developments in
object detection [23, 10, 28], considers every time step t
in the video X as an action candidate centered around t,

recognizes the action’s category at, and estimates the dis-
tances to the action’s onset and offset (dst and det ). Fi-
nally, action localization results can be decoded from Ŷ =
{ŷ1, ŷ2, . . . , ŷT } by selecting the top action candidates.

Overview of Our Approach. The core of our method lies
in the learning of f(X) ! Ŷ for sequence labeling. Specif-
ically, f is realized using a deep model. Our model follows
an encoder-decoder architecture proven successful in many
vision tasks, and decomposes f as h � g. Here g : X ! Z
encodes the input into a latent vector Z, and h : Z ! Ŷ
subsequently decodes Z into the sequence label Ŷ.

Fig. 1 presents an overview of our model. Impor-
tantly, our encoder g is parameterized by a Transformer
network [24], originally designed for sequence model-
ing in NLP. Our decoder h adopts a lightweight feedfor-
ward network. To capture actions at disparate temporal
scales, we design a multi-scale feature representation Z =
{Z1,Z2, . . . ,ZL} forming a feature pyramid with varying
resolutions. Details of our model was described in a sepa-
rate paper submission that is currently under review.

3. Implementation

This section describes implementation details of our
model tailored for the EPIC Kitchens dataset.

Feature Extraction. We used a SlowFast network [11]
from [7] pre-trained on EPIC Kitchens 100 action recog-
nition challenge for feature extraction. Only RGB frames
were considered. We fed 32 frames into the model with the
stride of the sliding window set to 16, leading to a 2304-d
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Split Method Task mAP@tIoU
0.1 0.2 0.3 0.4 0.5 mean

Val

BMN [13] + SlowFast [11]
Verb 10.8 9.8 8.4 7.1 5.6 8.4
Noun 10.3 8.3 6.2 4.5 3.4 6.5

Action 7.0 6.1 5.2 4.4 3.4 5.2

Ours (Single) +SlowFast [11]
Verb 15.9 14.9 13.7 12.2 10.0 13.4
Noun 14.7 13.6 12.5 10.9 8.8 12.1

Action 8.2 7.8 7.2 6.3 5.5 7.0

Ours (Ensembled) + SlowFast [11]
Verb 16.1 15.2 14.2 12.7 10.3 13.7
Noun 15.1 14.1 12.9 10.9 8.7 12.3

Action 8.5 8.1 7.5 6.5 5.5 7.2

Test

BMN [13] + SlowFast [11]
Verb 11.1 9.4 7.4 5.7 4.1 7.5
Noun 12.0 8.5 6.0 4.1 2.8 6.7

Action 6.4 5.4 4.4 3.4 2.5 4.4

Ours (Single) + SlowFast [11]
Verb 16.4 15.5 14.0 12.3 10.0 13.6
Noun 15.4 13.9 12.7 10.7 8.0 12.1

Action 8.1 7.5 6.9 5.9 5.0 6.7

Ours (Ensembled) + SlowFast [11]
Verb 18.3 17.4 16.1 12.5 10.4 14.9

Noun 15.3 14.3 12.8 10.9 8.4 12.6

Action 8.8 8.0 7.4 6.3 5.1 7.1

Table 1. Results on EPIC Kitchens 100 action detection challenge 2021. All results on the test set were evaluated on the test server. Single:
our single model that uses multi-task learning for verbs and nouns; Ensemble: ensembling of two separate models for nouns and verbs,
respectively. We also include BMN results as our baseline. Both our models significantly outperform the strong baseline results.

feature vector for each timestamp. A feature sequence with
variable lengths for different videos was extracted for each
video. Besides the pre-trained action recognition model, we
did not use any other external data or any other external
models.

Network Architecture. We used 2-layer MLP for projec-
tion, 5 Transformer units for the encoder, 1-layer MLP in
the feature pyramid network, and 3 layers of 1D convolu-
tions with kernel size=5 for classification / regression net-
works. Position embeddings were added to every level of
the transformer encoder. The regression range on each pyra-
mid level is limited and normalized by the stride of the fea-
tures: The regression range for each layer is [0, 4], [4, 8],
[8, 16], [16, 32], [32, 64], [64, 128] (feature steps). We used
the center sampling technique in FCOS [23] with the center
sampling ratio of 2.5.

Training and Inference. During training, we capped the
input length to 2304 (around 25 minutes). A shorter video
was zero-padded to 2304 time steps, while a longer video
was randomly truncated without cutting any action bound-
aries. At inference time, we again zero-padded shorter se-
quences (less than 2304 steps), yet fed the full longer se-
quences (larger than 2304 steps) by interpolating the po-
sition embeddings, similar to [9]. We used the Focal
loss [16] for classification task and GIoU loss [20] for re-
gression task. Our model was trained for 15 epochs using
AdamW [18] with learning rate 1e-4, and another 15 epochs
with learning rate 1e-5. The mini-batch size was 8, and a

weight decay of 1e-4 was used.

Single vs. Ensembled Model. For EPIC Kitchens dataset,
we used two separate heads for the classification of nouns
and verbs, respectively. A single regression head was shared
to predict action onsets and offsets. This model serves as
our starting point. Moreover, to further boost the results,
we found it helpful to build an ensembled model. More
concretely, we also trained two separate models to local-
ize verbs and nouns individually. Their results were further
merged for the final recognition. We took the union of the
detected actions for the two models, computed the verb and
noun scores from individual models, and multiplied these
scores for final action scores. This ensembled model pro-
vides slightly better results on the test set.

Post Processing. After training, we obtained the predic-
tions for every time step across all pyramid levels. These
results were further multiplied with classification scores
from the same SlowFast network used for feature extrac-
tion. SoftNMS [3] with a threshold of 0.7 was used to keep
top-1000 action predictions (2000 on test set with ensem-
bled models).

4. Action Localization Results

This section presents the results of our model on EPIC
Kitchens dataset. We describe the dataset and the evaluation
protocol and metric, followed by a summary of our results.

Dataset. Our results are reported on EPIC Kitchens 100
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action detection dataset [7]. EPIC Kitchens 100 is the
largest egocentric action dataset with more than 100 hours
of videos from 700 sessions capturing cooking activities
across several kitchen environments. The dataset has an av-
erage 128 actions from a large array of categories per ses-
sion. Each action is defined as a combination of a verb (ac-
tion) and a noun (object).

Evaluation Protocol and Metrics. We followed the of-
ficial splits of train, validation and test set. When report-
ing results on validation set, we trained our model on the
training set. For the results on test set, we combined both
training and validation sets for training. Our results are re-
ported for noun, verb and action, respectively. The metrics
include the mean average precision (mAP) at different tIoU
thresholds [0.1:0.1:0.5], as well as the average mAP , fol-
lowing [7]. As this dataset was recently released, we only
compared our methods to BMN [13] from [7], which uses
the same SlowFast network for classification.

Results. Table 1 summarizes our results on on the valida-
tion and test set. On validation set, our method reaches an
average mAP of 13.4%, 12.1% and 7.0% for verb, noun and
action, respectively, largely outperforms the strong base-
line of BMN [13, 7] by 5.0%, 5.6% and 1.8%. Impor-
tantly, our results are significantly better at all tIoU. For
example when tIoU=0.5, our method achieves 10.0% mAP
on verb detection tasks, beating BMN by 4.4%. On test
set, Our ensembled model has a final mAP of 14.9/12.6/7.1
for noun/verb/action, respectively, slightly beating our sin-
gle model. Our final model uses the same feature as
the baseline BMN, yet outperforms BMN by a very large
margin of +7.4/+5.9/+2.7 in mAP (+99%/+88%/+61%) for
noun/verb/action, respectively.

Our method also demonstrates strong results across sev-
eral public action localization benchmarks, including THU-
MOS14 and ActivityNet-1.3. Those results were described
in our other paper submission. We hypothesis that our re-
sults on EPIC Kitchens can be further improved by incor-
porating stronger backbones for video features, as well as
object detection results for object information.

5. Conclusion

In this report, we presented a new representation that
considers actions as moments at the center of the time-
line, and a novel model using Transformer network for tem-
poral action localization. Our method has demonstrated
strong performance on the EPIC Kitchens dataset. We hope
that our action representation and our model can shed light
on the task of temporal action localization, and the more
broader problem of video understanding.
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Bottom-up object detection by grouping extreme and cen-
ter points. In IEEE Conf. Comput. Vis. Pattern Recog., pages
850–859, 2019. 1, 2

5



Team VI-I2R Technical Report on EPIC-KITCHENS-100 Unsupervised Domain
Adaptation Challenge for Action Recognition

Yi Cheng, Fen Fang, Ying Sun
Institute for Infocomm Research, A*STAR, Singapore

{cheng yi, fang fen, suny}@i2r.a-star.edu.sg

Abstract

In this report, we present the technical details of our ap-
proach to the EPIC-KITCHENS-100 Unsupervised Domain
Adaptation (UDA) Challenge for Action Recognition. The
EPIC-KITCHENS-100 dataset consists of daily kitchen ac-
tivities focusing on the interaction between human hands
and their surrounding objects. It is very challenging to ac-
curately recognize these fine-grained activities, due to the
presence of distracting objects and visually similar action
classes, especially in the unlabelled target domain. Based
on an existing method for video domain adaptation, i.e.,
TA3N, we propose to learn hand-centric features by lever-
aging the hand bounding box information for UDA on fine-
grained action recognition. This helps reduce the distrac-
tion from background as well as facilitate the learning of
domain-invariant features. To achieve high quality hand lo-
calization, we adopt an uncertainty-aware domain adapta-
tion network, i.e., MEAA, to train a domain-adaptive hand
detector, which only uses very limited hand bounding box
annotations in the source domain but can generalize well
to the unlabelled target domain. Our submission achieved
the 1st place in terms of top-1 action recognition accuracy,
using only RGB and optical flow modalities as input.

1. Introduction

The EPIC-KITCHENS-100 dataset is a large-scale video
benchmark, capturing daily cooking activities from egocen-
tric perspective [2]. It mainly contains fine-grained actions
which reflect the interaction between human hands and their
surrounding objects, and each action class is defined by
a verb and a noun class. The EPIC-KITCHENS-100 Un-
supervised Domain Adaptation (UDA) Challenge for Ac-
tion Recognition aims to adapt an action recognition model
trained on a labelled source domain to an unlabelled tar-
get domain. In this challenge, the source domain contains
egocentric videos captured in 2018, while the target do-
main contains egocentric videos captured in 2020 with the

Wash Forks Wash Plate

Open EggCrack Egg

(a)

(b)

Figure 1. Illustration of the challenges in fine-grained action recog-
nition on EPIC-KITCHENS-100 dataset. (a) Presence of distract-
ing objects: there are many distracting objects in the scene, e.g.,
sponge and tap, which makes it difficult to identify the active ob-
jects. (b) Visually similar actions, e.g., “crack egg” versus “open
egg”, which requires to capture the subtle difference between hand
motions. To handle both of these two challenges, it is important to
enhance the features around hand regions.

same subjects but different cameras and potential change
of kitchens. This is a challenging task, as the source and
target domains have different data distributions, due to the
changes of environments and camera settings. Solutions
successfully addressing this challenge can help save much
time and efforts when applying the model trained on an ex-
isting labelled dataset to a newly collected dataset without
annotation.

In Fig 1, we present some samples from the EPIC-
KITCHENS-100 dataset. As shown in the figure, activi-
ties in this dataset mainly focus on the interactions between
human hands and their surrounding objects. This brings
two challenges for fine-grained action recognition. The first
challenge is the presence of distracting objects in the scene,
which makes it difficult to identify the active objects. Based
on the observation that active objects are generally located
around the hand regions, we find that it is important to en-
hance the features around the hand regions [3]. The other

1



…

RGB Frames

CNN

HD

Flow Frames

RGB Features & 
Region of Interest

Flow Features & 
Region of Interest

Hand-centric 
Features

𝑮𝒔𝒇

𝑳𝒔𝒅

Temporal 
Relation 
Module

…

Relation 
Features

…
Domain

Attention

𝑮𝒓𝒅
𝒏

Attention

𝑳𝒓𝒅𝒏

Hand-centric Feature Generation Video Domain Adaptation

HD

Hand
Detector

Hand-centric 
RGB Features

Hand-centric 
Flow Features

𝑮𝒔𝒇

Spatial 
Module

Noun
Classifier

Spatial 
Domain Classifier

Temporal 
Domain Classifier

𝑮𝒓𝒅
𝒏

Relation 
Domain Classifier

Element-wise
Addition

AvgPooling

CNN

RoIAlign +
AvgPooling

AvgPooling

RoIAlign +
AvgPooling

Box
Union

CNN

Feature
Extractor

𝑮𝒚
𝒗

𝑮𝒚
𝒏

𝑮𝒕𝒅

𝑳𝒚𝒗

Class Noun 𝑳𝒚𝒏

Class Verb

𝑳𝒕𝒅

𝑳𝒂𝒆𝒗

𝑳𝒂𝒆𝒏

𝑯(𝒅)

𝑯(𝒅)

𝑯(ෝ𝒚)
𝒗

𝑯(ෝ𝒚)
𝒏

𝑮𝒔𝒅

𝑮𝒚
𝒏

Verb
Classifier

𝑮𝒚
𝒗 𝑮𝒔𝒅 𝑮𝒕𝒅

Figure 2. Overall architecture of the proposed framework. Lsd, Ltd and L
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predictions from temporal domain classifier, noun classifier and verb classifier, respectively. Ln
ae and L

v
ae denote the attentive entropy loss

for noun and verb, respectively. This is best viewed in color.

challenge is that some action classes are very similar visu-
ally, where capturing the subtle difference among hand mo-
tions are essential to accurately recognize the target actions.
Therefore, enhancing the features around hand regions can
help to reduce the distraction from background and thus
improving the action recognition accuracy. Moreover, this
may provide further benefits in the context of UDA for fine-
grained action recognition by facilitating the learning of
domain-invariant features. To the best of our knowledge,
MM-SADA [6] is the first attempt on UDA for fine-grained
action recognition. It leverages the multi-modal nature of
video data to adapt fine-grained action recognition models
to unlabelled target domain, which provides the first bench-
mark on this task. However, it does not consider the afore-
mentioned challenges.

To address these two challenges, we propose to learn
hand-centric features by leveraging the hand bounding box
information for UDA on fine-grained action recognition.
Specifically, we adapt the TA3N [1], an existing method
for video domain adaptation, to learn a fine-grained action
recognition model that can be adapted to the unlabeled tar-
get domain. To achieve high quality hand localization, we
apply an uncertainty-aware domain adaptation network, i.e.,
MEAA, to train a hand detector, which only uses very lim-
ited hand bounding box annotations in the source domain
but can generalize well to the unlabelled target domain. The
experimental results on the EPIC-KITCHENS-100 dataset
demonstrate the effectiveness of our approach for UDA on
fine-grained action recognition.

2. Our Approach
In this section, we present the technical details of our

proposed approach. As illustrated in Fig. 2, the overall ar-
chitecture has two stages: hand-centric feature generation
and video domain adaptation.

2.1. Hand-centric Feature Generation
The hand-centric feature generation stage consists of

three key components: feature extractors, domain-adaptive
hand detector, and hand-centric feature generator. Next, we
will describe each component in details.
Feature extractors. To learn discriminative feature rep-
resentations, we investigate two pre-trained action recog-
nition models for feature extraction, i.e. TBN [4] and
TSM [5]. The extracted features are used to generate hand-
centric RGB and flow features which serve as the input to
the video domain adaptation model. We empirically find
that features extracted with TSM model can lead to better
domain adaptation results, which is consistent with the ac-
tion recognition results on EPIC-KITCHENS-100 dataset
reported in [2]. This indicates that compared with TBN
model, TSM model tends to learn more discriminative fea-
tures for action recognition. Therefore, we employ the fea-
tures extracted with TSM model in our final submission.
Domain-adaptive hand detector. To achieve high quality
hand localization, it is necessary to train a hand detector
in labelled source domain and adapt it to unlabelled target
domain. This makes the hand detection in our task falls
in the area of domain-adaptive object detection which aims
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to transfer knowledge from labelled source domain to un-
labelled target domain. To this end, we adapt the existing
method MEAA [7] to train a domain-adaptive hand detec-
tor, and the detailed structure is presented in Fig. 3. It inves-
tigates (1) uncertainty measurement of input pairs (images
in source and target domain) by utilizing domain classifiers
at multiple levels of the backbone network as well as (2)
uncertainty at image and instance levels to guide the model
to pay more attention to hard-to-align instances and im-
ages. Specifically, it designs the Local Uncertainty Atten-
tional Alignment (LUAA) module to align high-level fea-
tures and low-level features by perceiving structure invari-
ant regions of objects and a Multi-level Uncertainty-Aware
Context Alignment (MUCA) module to enrich the model
with uncertainty-weighted context vectors.
Hand-centric feature generator. After obtaining the ex-
tracted feature maps and the predicted hand bounding
boxes, we generate the hand-centric features to train the
domain-adaptive action recognition model. As the RGB and
flow features are generated in the same manner, we only de-
scribe the steps to generate RGB features. As illustrated in
Fig. 2, for each frame, we first extract the RGB features with
TSM model pretrained in the source domain and obtain the
region of interest (ROI) by applying union operation on all
the hand bounding boxes in the frame. Then, the context
features are generated by applying the average pooling op-
eration on the extracted RGB feature, while the hand-related
features are generated by applying the RoIAlign operation
followed by the average pooling operation. By combin-
ing the context features and hand-related features with the
element-wise addition, we obtain the final hand-centric fea-

tures. Finally, the hand-centric RGB and flow features are
concatenated to serve as the input to the domain-adaptive
action recognition model.

2.2. Video Domain Adaptation
Following the baseline provided by the organizers, we

adapt an existing method for video domain adaptation, ı.e.,
TA3N [1], to train the domain-adapted action recognition
model. As illustrated in Fig. 2, TA3N designs the tempo-
ral relation module to model the n-frame temporal relation
by taking n temporal-ordered sampled frames as input and
output n-frame relation features. These relation features are
then aggregated to generate the video-level features. Simi-
lar to other approaches for video domain adaptation, TA3N
applies the adversarial discriminator Ĝsd to align the spa-
tial (frame-level) features and the adversarial discriminator
Ĝtd to align the video-level features from different domains.
Differently, it designs a set of adversarial discriminators
Ĝn

rd to align the n-frame relation features from different
domains. In our solution, we modify the code of TA3N by
designing two classifiers for the video-level features, with
Gv

y for verb classification and Gn
y for noun classification.

3. Experiments
3.1. Datasets.

The EPIC-KITCHENS-100 dataset [2] contains a source
domain and a target domain. The source domain contains
labelled videos collected in 2018 and the target domain con-
tains unlabelled videos collected in 2020. Videos from both
domains are further split into train, valuation and test sets.
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Table 1. The performance of different models on the EPIC-KITCHENS-100 validation set. “FeatDim” and “NumSeg” are hyper-parameters
in TA3N, which denote the dimension of shared features and number of input frames, respectively. “Raw features” denote features extracted
with backbone models, while “Hand-centric features” denote features generated by incorporating the hand bounding box information.

Method Backbone Input Type FeatDim NumSeg Top-1 Accuracy (%) Top-5 Accuracy (%)
Verb Noun Action Verb Noun Action

TA3N TBN Raw features 512 5 42.97 27.17 16.63 74.34 49.01 41.31
TA3N TSM Raw features 512 5 46.31 33.17 20.02 80.58 56.44 48.94
TA3N TSM Hand-centric features 512 5 48.62 35.14 21.73 80.50 57.94 50.25
TA3N TSM Hand-centric features 1024 20 52.37 37.00 24.48 81.13 59.18 51.75

Table 2. The performance of different models on the EPIC-KITCHENS-100 test set. “Ensemble” denotes whether model ensemble is used
to generate the testing results. Other definitions are the same as in Table 1.

Method Backbone Input Type FeatDim NumSeg Ensemble Top-1 Accuracy (%) Top-5 Accuracy (%)
Verb Noun Action Verb Noun Action

TA3N TSM Hand-centric features 1024 20 No 52.99 34.76 24.71 80.05 58.66 40.23
TA3N TSM Hand-centric features 1024 20 Yes 53.16 34.86 25.00 80.74 59.30 40.75

3.2. Implementation Details
Following the baseline method in [2], we train our model

using a two-stage optimization scheme. Specifically, we
first train the TSM [5] model and hand detection model on
source domain data to generate the hand-centric features.
Subsequently, we train the modified TA3N [1] for domain-
adaptive action recognition.
Feature extractors. As the organizers provide the RGB
and flow features extracted with TBN [4] model pretrained
in the source domain, we only need to train TSM [5] in
the source domain for feature extraction. The network pa-
rameters are learned with SGD optimizer with momentum
0.9 and weight decay 5 ⇥ 10�4. We train the models for
60 epochs, where the learning rate is initialized at 0.01 and
multiplied by 0.1 for every 20 epochs. The batch size is set
at 16 and the input size is set at 256⇥ 256. During training,
we first resize the shorter edge of each frame to 256 while
keeping the aspect ratio, and then randomly crop the frame
to 256 ⇥ 256 to feed it into the backbone model. During
testing, we take the same resizing strategy but use center
crop to generate the input of size 256⇥ 256. After applying
the Average Pooling, the dimension of generated feature is
2048.
Domain-adapted hand detector. As shown in Fig. 3, the
training inputs are image pairs (source image with annota-
tion, target image without annotation). As no hand bound-
ing box annotation is provided in the source domain, we
randomly select a very limited number of frames, i.e., 3100
images, and annotate the hand bounding boxes manually.
Meanwhile, we select double size images with hand from
target videos. In this case, one source image will appear in
two image pairs, and totally we have 6200 image pairs for
training the hand detector. During training, the parameters
are learned with Adam optimizer. We train the model for 10
epochs, and the leaning rate is set as 0.001 with the decay
step as 4.

Video domain adaptation. We follow the guidelines given
by the organizers to train the domain-adaptive action recog-
nition model. First, we train the model using the source val-
idation and target validation splits to select the best hyper-
parameters. Then, we retrain the model using the source
train and target train splits, where the retrained model is
evaluated on the target test split to generate the action pre-
dictions for this challenge. We adapt TA3N to train our
model. During training, the parameters in the feature ex-
tractors and the hand detector are freezed. The parameters
in domain-adaptive action recognition model are learned us-
ing SGD optimizer, where the initial learning rate are set as
3⇥10�3. We train the model for 30 epochs and the learning
rate is multiplied by 0.1 for every 10 epochs. In our sub-
mission, the number of input frames and the shared feature
dimension are empirically set as 20 and 1024, respectively.

3.3. Results

UDA for action recognition. We employ two backbones
(TBN and TSM) trained on the labelled source domain as
feature extractors, and train TA3N with different features as
inputs. The performance of different models on the vali-
dation set are summarized in Table 1. All the models use
both RGB and optical flow as input. As shown in the ta-
ble, by replacing the TBN with TSM as feature extractors,
the top-1 action accuracy can be improved by 3.30%. By
leveraging the hand bounding box information to generate
hand-centric RGB and flow features can further improve
the top-1 action accuracy by 1.71%, where the top-1 noun
and verb branches achieve similar performance gains. This
demonstrates the effectiveness of the hand-centric features
in recognizing active objects as well as understanding the
hand motions. More importantly, it also helps to capture the
domain-invariant features for accurate action recognition in
the target domain. By adapting the hyper-parameters, i.e.,
shared feature dimension and number of input frames, in
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(a)

(b)

Figure 4. Visualization of hand detection results on unlabelled target domain. The red boxes denote predicted hand bounding boxes
generated by the domain-adaptive hand detector. The green characters illustrate the predicted object class of each bounding box and its
confidence score.

TA3N, our final model can achieve 24.48% in terms of top-1
action accuracy on the validation set. For better robustness,
we adopt the same model ensemble strategy as in [8] to gen-
erate our final submission to the challenge based on the best
model in Table 1. The results on the test set are presented
in Table 2. The best model in Table 2 ranks first in terms
of the top-1 action accuracy in the EPIC-KITCHENS-100
UDA Challenge for Action Recognition.
Visualization results of domain-adaptive hand detector.
We present the predicted hand bounding boxes and their
confidence scores on selected samples from the unlabeled
target domain in Fig. 4. The results demonstrate that the
domain-adaptive hand detector trained with very limited la-
belled samples in the source domain can generalize well to
most of the cases in the unlabelled target domain. Fig. 4 (a)
shows that hands can be correctly detected with high con-
fidence scores under normal view angle and lighting condi-
tion. Fig. 4 (b) shows selected hard samples where there are
some false or missed hand detection results. Specifically,
false detection may happen when some objects are visually
similar as human hands (the first image), while miss detec-
tion may happen under heavy occlusions (left hand in the
second image), extreme view angle (the third image), or ex-
treme lighting condition (the last image).

4. Conclusion
In this report, we describe the technical details of our

approach to the EPIC-KITCHENS-100 UDA Challenge for
Action Recognition. Specifically, we propose to learn hand-
centric features by leveraging the hand bounding box in-
formation for UDA on fine-grained action recognition. To
obtain high-quality hand localization, we apply MEAA
to train a domain-adaptive hand detector with very lim-
ited hand bounding boxes annotations in the source do-
main. The experimental results on the EPIC-KITCHENS-
100 dataset demonstrate the effectiveness of our proposed

method. With further performance increase from the model
ensemble, our final submission ranks first on the leader-
board in terms of top-1 action recognition accuracy.
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Abstract

In this report, we describe the technical details of our

submission to the 2021 EPIC-KITCHENS-100 Unsuper-

vised Domain Adaptation Challenge for Action Recogni-

tion. Leveraging multiple modalities has been proved to

benefit the Unsupervised Domain Adaptation (UDA) task.

In this work, we present Multi-Modal Mutual Enhancement

Module (M
3
EM), a deep module for jointly considering in-

formation from multiple modalities to find most transferable

representations across domains. We achieve this by imple-

menting two sub-modules for enhancing each modality us-

ing the context of other modalities. The first sub-module ex-

changes information across modalities through the seman-

tic space, while the second sub-module finds the most trans-

ferable spatial region based on the consensus of all modal-

ities.

1. Introduction

EPIC-KITCHENS-100 dataset contains fine-grained ac-
tions performed in different kitchens [3]. How to make a
model learned on a subset of kitchens (the source domain)
to perform well on other unseen kitchens (the target do-
main) is challenging, since not only the verbs but also the
associated objects can be dissimilar across domains.

Previous works [7, 9] have shown that using multiple
modalities can improve the performance of UDA on action
recognition, but none of them considered using early fusion
on the modalities to enhance the transferability of the gen-
erated features. Intuitively, with the guidance of RGB, Flow
can give more focus on the correct object, whereas by using
knowledge from the motion, the RGB modality would con-
centrate more on the moving parts. In this paper, we argue
that leveraging the information exchange across modalities
before the final decision can significantly improve the trans-
ferability of features. Based on this intuitive, we propose a
novel Multi-Modal Mutual Enhancement Module (M3EM)
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Figure 1. Overview of the proposed M3EM. We showcase three
modalities RGB, Flow and Audio as input but it can be easily ex-
tended to add other modalities such as depth or hand. In the figure,
� denotes element-wise summation, ⌦ is element-wise multipli-
cation, and ~ means the correlation operation that calculates the
Pearson correlation coefficient on each spatial position. FC and D

are short for classifier and discriminator, respectively.

for domain adaptive action recognition by enhancing the
features across modalities.

The proposed M3EM consist of two sub-modules: a Se-
mantic Mutual Refinement sub-module (SMR) and a Cross
Modality Consensus sub-module (CMC). To leverage the
strength of each modality, the SMR enables information ex-
change across modalities through the semantic space. With
SMR, a modality M can receive recommendations from
other modalities about transferable components that are eas-
ily ignored by the modality itself. The CMC highlights
the spatial regions that are transferable consistently in all
the modalities. This sub-module complements SMR by
preventing the SMR from emphasizing similar but irrele-
vant background regions that harm the action recognition.
With the two proposed simple yet effective sub-modules,
our module can be built on top of most existing domain
adaptive action recognition models and improve their per-
formance by integrating multi-modality signals.

2. Method

Figure 1 depicts the overview of the proposed M3EM.
For each modality of RGB, Flow and Audio, backbone
(omitted in the figure) networks encode the input into
frame-level features FRGB ,FFlow and fAudio, respec-
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tively. The features are then enhanced by information from
other modalities using our proposed Semantic Mutual Re-
finement sub-module (SMR). For modality M , SMR sum-
marizes information of M and receive information from
other modalities. Two gating functions are proposed to
enhance the feature transferability by re-evaluating and re-
mapping the transferable channels based on the summarized
and received information. We then use a Cross-Modality
Consensus sub-module (CMC) to get the most transferable
spatial region. CMC finds the transferable region by calcu-
lating bit-wise correlation from different scales of the fea-
tures. Finally, we adopt the adversarial learning framework
by adding a discriminator to differentiate whether the input
is from the source domain or not. We will introduce each
component in detail in the following part of this section.

2.1. The Semantic Mutual Refinement sub-module

In this report, we propose a Semantic Mutual Refinement
sub-module (SMR) to bridge the gap that prevents modal-
ity information exchange by channel re-evaluation and re-
mapping.

Figure 2. The Semantic Mutual Refinement sub-module (SMR)
showcased using modality M . M could be any modalities of
RGB, Flow and Audio, also can be extended to other modalities
if available, e.g., object.

Figure 2 depicts the proposed SMR by showcasing the
workflow of modality M . With SMR, the feature FM 2
Rc⇥h⇥w encoded by the backbone will be enhanced to
FrM 2 R2c⇥h⇥w. FrM is the concatenation of a self-
refined feature FsM and a cross-refined feature FcM . For
getting FsM , a global average pooling is first conducted on
FM to obtain a global information embedding fM 2 Rc.

fM will re-evaluate the semantic transferability of
modality M itself by a self-gating function [4]:

tsM = G(fM ) = �WM
2 (�(WM

1 fM )), (1)

where WM
1 ,WM

2 are weight matrices, � and � denotes the
sigmoid and ReLU activations, respectively. Here tsM is
the re-evaluation of semantic transferability, and is used to
emphasize the channels of FM by element-wise multiplica-
tion on each spatial location (i, j):

F
(i,j)
sM = F

(i,j)
M · tsM , (2)

For getting FcM , we use a similar gating operation but
with f

in
M , the concatenation of features after global average

pooling of all other modalities, as input. f
in
M serves as the

recommendation information provided to modality M by
other modalities. We call this step cross-gating and repre-
sent it by:

tcM = �W in
2 (�(W in

1 f
in
M )); F

(i,j)
cM = F

(i,j)
M · tcM ,

(3)
Thus, FcM is the M modality feature refined by other
modalities via the cross-gating operation.

It is important to prevent domain adaptation models from
overfitting on the source domain. The SMR only introduces
a small amount of model parameters by leveraging bottle-
neck during gating, i.e., we reduce the dimension by a ratio
r via making W1 2 R c

r⇥c and W2 2 Rc⇥ c
r . Finally, we get

the refined feature of modality M by fusing the two refined
features FsM and FcM via concatenation:

FrM = Concat(FsM ,FcM ). (4)

2.2. The Cross-Modality Consensus sub-module

The structure of CMC is shown in Figure 1. This mod-
ule first uses a 1x1 convolution layer on FrR and FrF for
mapping the two modalities into a same latent space, for-
mulating two features HrR and HrF . Since the transfer-
able regions vary in size in different samples, we compute
the correlation of the feature maps at different scales [6]:
the features HrR and HrF are first downsampled a fac-
tor of 2 k times, resulting two groups of feature maps
{H0

rR,H
1
rR, ...H

k
rR, } and {H0

rF ,H
1
rF , ...,H

k
rF , }. For

each scale k, we compute the Pearson correlation coeffi-
cient on each spatial position (i, j) as:

C
k,(i,j) =

H
k,(i,j)
rR ⇤Hk,(i,j)

rF

kHk,(i,j)
rR k2 · kHk,(i,j)

rF k2
, Ck 2 R

w
2k

⇥ h
2k

(5)
where ⇤ indicate dot product. It is important that CMC
contains fewest number of parameters so that most of the
representation is learned in the SMR, so we choose to use
correlation instead of spatial attention [10]. Finally, all the
correlation maps {C0,C1, ...,Ck} are upsampled to match
the same size w, h as FrR and summed together to form a
consensus map C.

The consensus map C is then used as a spatial weight
map for the weighted average of feature maps FrR and FrF .
For generating more robust consensus map, we add a resid-
ual connection following [10], forming feature vectors frR

and frF .

2.3. Late fusion and adversarial training

After processed by SMR and CMC, for each modality
a refined feature frR, frF and frA is acquired, where the
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fusion of modalities can be adopted. For fusion these fea-
tures, we concatenate frR, frF to get a prediction score s1,
then fuse with the score s2 generated by frA using weighted
average. The weight for s1 is 1 and for s2 is 0.5.

Our full loss function is a combination of classification
loss Ly and adversarial loss Ld:

L = �yLy + �dLd (6)

3. Experiments

We follow the experiment setup and use the train-val-test
split as required by the challenge.

3.1. Feature extraction

We use two backbones for feature extraction: pretrained
I3D [1] and pretrained TBN [5], both of them are fine-
tuned on the source training set. Additionally, object fea-
tures extracted by Faster R-CNN object detector trained on
EPIC-object-detection dataset is used as the object modal-
ity. We also use hand-object bounding boxes to crop the
input images, and extract features using TBN without fur-
ther fine-tuning as the cropped-RGB modality and cropped-
Flow modality. The bounding boxes are generated by a
hand-object detector trained on 100 DOH dataset [8]. We
take the maximum of all detected boxes as the crop area.

3.2. Implementation Details

The SMR processes the feature with dimension c =
1024, and the ratio for gating bottleneck is r = 16. We em-
pirically choose �y = 1 in all experiments, �d = 3 for ex-
periments with I3D backbone and �d = 1 otherwise. For all
experiments, we train the model 30 epochs on 4 NVIDIA-
V100 GPUs.

3.3. Result

Table 1 demonstrates the recognition performance on tar-
get test set. Using RGB, Flow and Audio modalities and the
same backbone TBN, our proposed method performs favor-
ably against TA3N [2] by 1.46% in terms of the accuracy of
action.

Module Top-1 Top-5

Verb Noun Action Verb Noun Action

TA3N 46.91 27.69 18.95 72.70 50.72 30.53
TA3N+Ours 49.99 30.45 20.41 77.97 54.58 35.20

Table 1. Comparison of action recognition result on the target test
set.

3.4. Model ensemble

To take advantages of models trained with different in-
puts or different backbones, we explore model ensemble
technique to fuse the following models:

• Model A: taking RGB, Flow and Audio modalities as
inputs, and using TBN as the feature extraction back-
bone.

• Model B: compared with Model A, adding object fea-
tures as an additional modality.

• Model C: taking cropped-RGB, cropping-Flow and
Audio modalities as inputs, and using TBN as the fea-
ture extraction backbone.

• Model D: taking RGB and Flow modalities as inputs,
and using I3D as the feature extraction backbone.

All of the four models use TA3N+Ours as the domain adap-
tation module.

Models Top-1 Top-5

Verb Noun Action Verb Noun Action

A+B 51.45 34.07 22.93 80.88 59.03 38.69
A+B+C 52.60 35.32 24.13 81.30 59.57 39.96

A+B+C+D 53.29 35.64 24.76 81.64 59.89 40.73

Table 2. Model ensemble results on the target test set.

4. Conclusion

In this report, we introduce a novel Multi-Modal Mu-
tual Enhancement module, which enables the mutual refine-
ment between multiple modalities. The experimental result
validates that our M3EM can significantly improve the do-
main adaptive action recognition performance. With model
ensemble technique, we achieve competitive results on the
leaderboard of the 2021 EPIC-KITCHENS-100 Unsuper-
vised Domain Adaptation Challenge.
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Abstract

In this report, we describe the technical details of our
submission to the EPIC-Kitchens-100 Unsupervised Do-
main Adaptation (UDA) Challenge in Action Recognition.
To tackle the domain-shift which exists under the UDA set-
ting, we first exploited a recent Domain Generalization
(DG) technique, called Relative Norm Alignment (RNA).
It consists in designing a model able to generalize well to
any unseen domain, regardless of the possibility to access
target data at training time. Then, in a second phase, we
extended the approach to work on unlabelled target data,
allowing the model to adapt to the target distribution in
an unsupervised fashion. For this purpose, we included in
our framework existing UDA algorithms, such as Temporal
Attentive Adversarial Adaptation Network (TA3N), jointly
with new multi-stream consistency losses, namely Temporal
Hard Norm Alignment (T-HNA) and Min-Entropy Consis-
tency (MEC). Our submission (entry ‘plnet’) is visible on
the leaderboard and it achieved the 1st position for ‘verb’,
and the 3rd position for both ‘noun’ and ‘action’.

1. Introduction
First person action recognition offers a wide range of op-

portunities which arise from the use of wearable devices.
In fact, since it intrinsically comes with rich sound infor-
mation, due to the strong hand-object interactions and the
closeness of the sensors to the sound source, it encourages
the use of auditory information. Moreover, the continuous
movement of the camera, which moves around with the ob-
server, strongly motivates the use of secondary modalities
capturing the motion in the scene, such as optical flow.

Our idea is that exploiting the intrinsic peculiarities of
all these modalities is of crucial importance, especially in

*The authors equally contributed to this work. This paper is partially
supported by the ERC project RoboExNovo. We also acknowledge that the
research activity herein was carried out using the IIT HPC infrastructure.

What are
John and Peter

doing?

Figure 1. The correlation between the distinctive sound of an ac-
tion and its corresponding visual information or motion is not al-
ways guaranteed across different domains. Thus, effectively com-
bining multi-modal information from multiple sources is funda-
mental to increase the capability to recognize daily actions.

cross-domain scenarios. In fact, these modalities suffer
from a domain shift which is not of the same nature. For in-
stance, the optical flow modality, by focusing on the motion
in the scene rather than on the appearance, is less sensitive
to environmental changes, and thus potentially more robust
than the visual modality when changing environment [10]
(Figure 1). On the other side, the domain shift of auditory
information is very different from the visual one (e.g., the
sound of ‘cut’ will differ from a plastic to a wooden cutting
board). For all those reasons, the classifier should be able to
measure and understand which modality is informative and
should rely on in the final prediction, and which is not.

To this purpose, authors of [11] recently proposed a
multi-modal framework, called Relative Norm Alignment
network (RNA-Net), which aims to progressively align the
feature norms of audio and visual (RGB) modalities among
multiple sources in a Domain Generalization (DG) set-
ting, where target data are not available during training.
In that work, they bring to light that simply feeding all
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the source domains to the network without applying any
adaptive techniques leads to sub-optimal performance. In-
deed, a multi-source domain alignment allows the network
to promote domain-agnostic features.

Interestingly, the availability of multiple sources in the
official challenge dataset make it perfect to tackle the prob-
lem under a DG setting. To this purpose, we extended
RNA-Net to the Flow modality, obtaining remarkable re-
sults without accessing target data. In a second stage, we
further adapted it to work with unlabelled target data under
the standard Unsupervised Domain Adaptation (UDA) set-
ting. Finally, our final submission was obtained by ensem-
bling different model streams by means of DA-based con-
sistency losses, namely Temporal Hard Norm Alignment
(T-HNA) and Min-Entropy Consistency (MEC).

2. Our Approach
In this section, we first describe the DG approach we

used. Then, we illustrate its extension to unlabelled tar-
get data under the standard UDA framework. Finally, we
repurpose existing DA-based losses to induce consistency
between different architectures.

2.1. Domain Generalization
The multi-source nature of the proposed challenge set-

ting makes it perfect to deal with the domain shift using
DG techniques. Thus, we first exploited a method which
has been recently proposed to operate in this context, called
Relative Norm Alignment (RNA) [11]. This methods con-
sists in performing an audio-visual domain alignment at
feature-level by minimizing a cross-modal loss function
(LRNA). The latter aims at minimizing the mean-feature-
norm distance between the audio and visual features norms
among all the source domains, and it is defined as

LRNA =

✓
E[h(Xv)]

E[h(Xa)]
� 1

◆2

, (1)

where h(xm

i
) = (k·k2 � fm)(xm

i
) indicates the L2-norm

of the features fm of the m-th modality, E[h(Xm)] =
1
N

P
x
m
i 2Xm h(xm

i
) for the m-th modality and N denotes

the number of samples of the set Xm = {xm

1 , ..., xm

N
}.

Authors of [11] proved that the norm unbalance between
different modalities might cause the model to be biased to-
wards the source domain that generate features with greater
norm and thus causing a wrong prediction. Indeed, by si-
multaneously solving the problem of classification and rel-
ative norm alignment on different domains, the network ex-
tracts a shared knowledge between the different sources, re-
sulting in a domain-agnostic model.

In our submission to the EPIC-Kitchen UDA challenge,
we extended the RNA-Net framework to the optical flow
modality, and we exploited the multiple sources available

from the official training splits to show the effectiveness of
RNA loss in a multi-source DG setting.

2.2. Domain Adaptation
In this section, we describe the UDA techniques that are

integrated in our approach.
Relative Norm Alignment Network. We followed the

extension towards the UDA setting proposed in [11], which
is possible thanks to the unsupervised nature of RNA. In
order to consider the contribution of both source and target
data during training, we redefined LRNA under the UDA
setting as

LRNA = Ls

RNA
+ Lt

RNA
, (2)

where Ls

RNA
and Lt

RNA
correspond to the RNA formula-

tion in Equation 1 illustrated above, when applied to source
and target data respectively.

Temporal Attentive Adversarial Adaptation Network
(TA3N). Authors of [2] proposed an UDA technique based
on three components. The first one, called Temporal Adver-
sarial Adaptation Network (TA2N), consists in an extension
of DANN [5], aiming to align the temporal features on a
multi-scale Temporal Relation Module (TRM) [14] through
a gradient reversal layer (GRL). The second component is
based on a domain attention mechanism which guides the
temporal alignment towards features where the domain dis-
crepancy is larger. Finally, the third component uses a mini-
mum entropy regularization (attentive entropy) to refine the
classifier adaptation.

2.3. Ensemble UDA losses
For our final submission, different models are used in

order to exploit the potentiality of popular video architec-
tures. Training individually each backbone with standard
UDA protocols results in an adapted feature representa-
tion which varies from stream to stream. Our intuition is
that this aspect could impact negatively the training pro-
cess and the performance on target data. In fact, since
the domain adaption process acts on each architecture inde-
pendently, different prediction logits are obtained on target
data. When combining them, this could cause a mismatch
between the final scores, increasing the level of uncertainty
of the model. Thus, we impose a consistency constraint be-
tween feature representations from different models, by re-
purposing existing UDA loss functions to operate between
multiple streams. Those are:

Temporal Hard Norm Alignment (T-HNA). It re-
balances the contribution of each model during training by
extending HNA [11] to align the norms of features coming
from the different streams towards the same value R. This
is applied on features extracted from multiple scales of each
TRN module. The resulting LT-HNA is defined as
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UNSUPERVISED DOMAIN ADAPTATION LEADERBOARD

Rank Verb Top-1 Noun Top-1 Action Top-1 Verb Top-5 Noun Top-5 Action Top-5
chengyi 1 53.16 34.86 25.00 80.74 59.30 40.75
M3EM 2 53.29 35.64 24.76 81.64 59.89 40.73
plnet 3 55.22 34.83 24.71 81.93 60.48 41.41
EPIC TA3N [3] 6 46.91 27.69 18.95 72.70 50.72 30.53
EPIC TA3N SOURCE ONLY [3] 12 44.39 25.30 16.79 69.69 48.40 29.06

Table 1. Leaderboard results of EPIC-Kitchens Unsupervised Domain Adaptation Challenge. The results obtained by the top-3 participants
and the provided baseline methods are reported. Bold: highest result; Green: our final submission.

ENSEMBLE UDA LOSSES

Top-1 Top-5

Verb Noun Action Verb Noun Action
Ensemble 52.83 30.82 21.96 81.04 52.67 46.66
Ensemble+T-HNA 53.84 32.54 22.65 80.63 54.86 48.03
Ensemble+T-HNA+MEC 54.02 33.53 23.58 81.00 55.03 48.27

DOMAIN GENERALIZATION

Target Verb Top-1 Verb Top-5

Source Only 7 44.39 69.69
EPIC TA3N [3] 3 46.91 72.70
RNA-Net [11] 7 47.96 79.54
EPIC TA3N+RNA-Net 3 50.40 80.47

Table 2. Left. Results on the EPIC-Kitchen validation set with different ensembling UDA losses. Right. Results on EPIC-Kitchen test set
under the DG setting. Bold highest result.

LT-HNA =
X

b

�
E[ht(X

b)]�R
�2

, (3)

where ht denotes the L2-norm of features extracted from
the t-th multi-scale level of the b-th backbone network.

Min Entropy Consensus (MEC loss). We extended the
loss proposed in [12] to encourage coherent predictions be-
tween different models. The resulting loss is defined as:

LMEC = � 1

m

mX

i=1

1

b
max
y2Y

X

b

logp
b
(y|xt

i
) (4)

where m is the cardinality of the batch size of the target
set, y is the predicted class, and logp

b
(y|xt

i
) is the predic-

tion probability of the b-th backbone network. The intuitive
idea behind the proposed approach is to encourage different
backbones to have a similar predictions.

3. Framework
In this section, we describe the architectures of the fea-

ture extractors used to produce suitable multi-modal video
embeddings, and the fusion stategies adopted to combine
them. We complete this section with the description of the
hyper-parameters used for the training.

3.1. Architecture
Backbone. For our submission, we adopted different

network configurations. In the first one, corresponding to
the RNA-Net framework in [11], we used the Inflated 3D
ConvNet (I3D), pre-trained on Kinetics [1], for RGB and
Flow streams, and a BN-Inception model [7] pre-trained

�RNA �HNA R �MEC � �
1 0.0006 40 0.01 0.003 0.75, 0.75, 0.5

Table 3. UDA losses hyper-parameters used during training.

on ImageNet [4] for the auditory information. Each fea-
ture extractor produces a 1024-dimensional representation
which is fed to an action classifier. In the second configu-
ration, we used BNInception for all the three streams, using
pre-extracted features from a TBN [10] model trained on
EPIC-Kitchens-55. In the last configurations, we used stan-
dard ResNet50 [6] for all the streams using TSN [13] and
TSM [9] models pre-trained on Epic-Kitchen551.

Multi-modal fusion strategies. In all the above men-
tioned configurations, each modality is processed by its own
backbone, and the corresponding extracted representations
are then fused following different strategies. For RNA-Net,
we followed a standard late fusion strategy, consisting in
averaging the final score predictions obtained from two dif-
ferent fully-connected layers (verb, noun) from each modal-
ity. In the other configurations, we adopted the mid-fusion
strategy proposed in [8], to generate a common frame-
embedding among the modalities and used a Temporal Re-
lation Module (TRM) [14] to aggregate features from differ-
ent frames before feeding the final embeddings to the verb
and noun classifiers.

3.2. Implementation Details
We trained I3D and BNInception models with SGD op-

timizer, with an initial learning rate of 0.001, dropout 0.7,

1https://github.com/epic-kitchens/
epic-kitchens-55-action-models
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and using a batch size of 128, following [11]. Instead,
when using pre-extracted features from ResNet50 or BN-
Inception, we trained the TRM modules on top of them for
100 epochs with an initial learning rate of 0.03, decayed af-
ter epochs 30 and 60 by a factor of 0.1. We used a batch
size of 128 with SGD optimizer. In Table 3 we report the
other hyper-parameter used. Specifically, we indicate with
�RNA, �T�HNA and �MEC the weights of RNA, T-HNA
and MEC losses respectively, and with R the values of the
radius of T-HNA (see Equation 4). In addition, we report
the values used in TA3N to weight the attentive entropy loss
(�) and the domain losses at different levels (�).

4. Results and Discussion
In Table 1 we report our best performing model on the

target test, achieving the 1st position on ‘verb’, 3rd on
‘noun’ and ‘action’, and 1st position on Top-5 accuracy on
all categories. In Table 2 (left) we show an ablation on the
contribution of the proposed ensemble UDA losses, T-HNA
and MEC respectively, on the official validation set. As it
can be seen, they improve Top-1 accuracy on all categories
by up to 2%, proving the effectiveness of imposing a con-
sistency between features from different streams.

How well do DG approaches perform? We show in Ta-
ble 2 (right) the results obtained under the multi-source DG
setting, when target data are not available during training.
Noticeably, RNA outperforms the baseline Source Only by
up to 3% on Top-1 and 10% on Top-5, remarking the im-
portance of using ad-hoc alignment techniques to deal with
multiple sources in order to effectively extract a domain-
agnostic model. Moreover, it outperforms the very recent
UDA technique TA3N without accessing to target data. In-
terestingly, when combined with EPIC TA3N, it further im-
proves performance, proving the complementarity of RNA
to other existing UDA approaches.
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Abstract

This report describes the technical details of our sub-

mission to the EPIC-Kitchens 2021 Unsupervised Domain

Adaptation Challenge for Action Recognition. The EPIC-

Kitchens dataset is more difficult than other video domain

adaptation datasets due to multi-tasks with more modali-

ties. Firstly, to participate in the challenge, we employ a

transformer to capture the spatial information from each

modality. Secondly, we employ a temporal attention mod-

ule to model temporal-wise inter-dependency. Thirdly, we

employ the adversarial domain adaptation network to learn

the general features between labeled source and unlabeled

target domain. Finally, we incorporate multiple modalities

to improve the performance by a three-stream network with

late fusion. Our network achieves the comparable perfor-

mance with the state-of-the-art baseline TA3
N and outper-

forms the baseline on top-1 accuracy for verb class and top-

5 accuracies for all three tasks which are verb, noun and

action. Under the team name xy9, our submission achieved

5th place in terms of top-1 accuracy for verb class and all

top-5 accuracies.

1. Introduction
The EPIC-Kitchens dataset (EPIC-Kitchens) [2] is the

largest dataset in the first-person viewpoint, with daily ac-
tivities captured in the kitchen, and provides some bench-
marking challenges for researchers to explore including Un-
supervised Domain Adaptation (UDA) for first-person ac-
tion recognition. UDA for first-person action recognition is
a challenging problem that aims to minimize the distribu-
tion distance between domains (domain shift) in both spa-
tial and temporal feature spaces. Action can be divided into
two parts, verb and noun. The verb refers to temporal fea-
ture spaces, while the noun is for spatial.

Most current UDA networks for action recognition focus
on only verb class [4] or directly on action class [1] without

exploring noun class. However, in first-person videos, ac-
tions tend to occur in some local areas, particularly where
the hands and objects interact, and more than one object is
usually visible in these local areas. Therefore, it will ben-
efit the network learning that networks pay more attention
to these areas and the object interacting with the hands. In
this challenge, EPIC-kitchens provides annotations with the
verb and noun classes, requires researchers to evaluate their
networks on these two tasks individually and utilizes these
two task results to calculate the action classification accu-
racy. The deficiencies of each will affect the final action
performance. This setting is more clear for us to evaluate
the model learning on spatial and temporal feature spaces.

To participate in the challenge, we propose to apply a
transformer to locate the more important local areas to cap-
ture the spatial information and temporal-wise attention to
extract the temporal information. We then construct a three-
stream network to extract the spatio-temporal information
from three modalities (RGB, Flow and Audio). Finally, we
employ a domain adversarial neural network (DANN) [3]
to tackle the domain shift problem. Our submission shows
our network has achieved comparable performance with the
state-of-the-art baseline TA3N.

2. Proposed Method
In this section, we briefly introduce our method utilized

for participating in the challenge.

2.1. Transformer Module
To capture better spatial information, we employ the

transformer which can generate the attention-based repre-
sentation to locate a specific piece of information from con-
text in [5]. For efficiency, we employ a simple version
of the transformer, containing a multi-head self-attention
layer and a fully connected feed-forward network, to cap-
ture more important spatial information from all frames in
an action segment.

For multi-head self-attention layer construction, We
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Figure 1. The proposed network for first-person action recognition. For each modality, source and target domains share the same transform-
ers and temporal-wise attention. In training, transformers and temporal-wise attention take labeled source and unlabeled target features as
the input and generates source and target spatio-temporal features as the output. All features for three modalities from source and target
are fused into source features and target features. Source features are fed into both action and domain classifiers, while target features are
only fed to domain classifier. In test, only target features are the input to the transforms and attention and then the action classifier.

firstly build scaled dot-product attention for the input fea-
ture. We obtain key K 2 Rdk , query Q 2 RdK and value
V 2 Rdv from the input feature by fully connected layers
with weights of WQ, WK and WV. We compute the dot
product of Q and K, and re-scale the dot product outputs
with the scaling factor of 1p

dk
. We apply the softmax func-

tion to generate the attention weights and compute another
dot product of these weights and V, as shown in Eq. (1).

A(Q,K,V) = softmax(
QKT

p
dk

)V (1)

As shown in Eq. (2), we secondly utilize several scaled
dot-product attentions to build multi-head attention, which
can learn the information from different representation sub-
spaces from different areas. We generate different Q, K and
V by different fully connected layers. We then apply atten-
tions to different Q, K and V individually and concatenate
all the outputs.

M = concat(A(QWQ
n ,KWK

n ,VWV
n )), n 2 (1, N)

(2)
where N refers to the number of attentions used in the
multi-head self-attention layer.

We finally combine the multi-head self-attention layer
with a fully connected feed-forward network to finish our
transformer construction for spatial information extraction.

2.2. Temporal-wise Attention Module
To improve the temporal feature extraction, we build

a temporal-wise attention module that excites informative

temporal features in the 3D input features. In this 3D fea-
ture X 2 RN⇥T⇥F , N , T and F denote batch size, tem-
poral dimension and feature size. First, we utilize average
pooling on feature size to capture the temporal-wise feature
Xt 2 RN⇥T⇥1.

Xt =
1

F

FX

f=1

X (3)

Second, we reduce the feature through the temporal di-
mension by a linear layer with weights Wt1 with a reduc-
tion ratio r for efficiency. Here is the temporal-reduced fea-
ture Xtr 2 RN⇥T/r⇥1.

Xtr = ReLU(Wt1Xt) (4)

Third, we utilize another linear layer with weights Wt2

to restore the temporal dimension and a sigmoid function �
to capture the temporal-wise attentive weights. Finally, we
compute a Hadamard product between the weights and the
input feature, and utilize skip connection to prevent tempo-
ral attention from suppressing other information. The ex-
cited output Xo

t 2 RN⇥T⇥F is as below.

Xo
t = X+At �X = X+ �(Wt2Xtr)�X (5)

2.3. Adversarial UDA
After feature extraction, the network needs to learn com-

mon spatio-temporal features across domains for classifica-
tion tasks. We utilize a discriminator Gf and a domain clas-
sifier Gd to form the DANN, in which a two-player mini-
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TA3N [1] MLP T T+A

Verb 48.92 48.54 49.18 49.93
Noun 29.39 25.98 28.76 30.59

Table 1. The comparison of top-1 accuracy (%) with other ap-
proaches on validation dataset. MLP refers to 2 fully connected
layers without transformer and attention. T refers to MLP with
transformer and T+A refers to MLP with transformer and atten-
tion. The best result for each task is in bold, and the second best
is underlined.

max game is constructed considering the limited computa-
tion resources. The domain loss Lv is defined for each input
xi as:

Lv = � 1

n

X

xi2Ds[Dt

Ld(Gd(Gf (xi)), di) (6)

where Ds and Dt are source and target domains respec-
tively, n is the number of samples from both domains, and
di is the domain label of xi. If xi is from the source (target)
domain, di is set as 1 (0).

2.4. Late Fusion
After constructing spatial and temporal feature extrac-

tors, we employ the late fusion to combine extracted fea-
tures from these three modalities by concatenation. We fi-
nally integrate transformer, temporal-wise attention, adver-
sarial UDA and late fusion into a three-stream network and
also build multiple classifiers for each task to generate clas-
sification loss Lci for task i. The total loss is shown in the
Eq. (7).

L =�vLv + Ltask

=�vLv +
IX

i=1

Lci

(7)

where �v is a hyper-parameter to trade-off domain adapta-
tion with classification respectively and I refers to the total
number of tasks.

3. Experiments
In this section, we introduce the experimental details for

our proposed method.

3.1. Experimental Setup
Dataset. We test our proposed network on the challenge

provided dataset following the challenge guidelines. The
usage of the dataset can be divided into two steps. The first
step is using provided validation dataset for model building
and debugging because no label provided for train and test

datasets. We split the validation dataset into train and test
subsets by random sampling with a ratio of 8:2. We apply
the same strategy to both source validation and target vali-
dation datasets to build new source and target subsets. We
then train and evaluate our network on these subsets and se-
lect the best hyperparameters. The second step is to train
our network directly on the provided train and test datasets
with selected hyper-parameter and then submit the results
to the public leader board.

Implementation details. We utilize four transformers
for spatial feature extraction with a hidden layer size of 512
and 8 heads and one temporal-wise attention for temporal
with a reduction ratio of 2. Between transformers and at-
tentions, we utilize two fully connected layers to reduce the
feature dimension from 1024 to 512 for efficiency. We also
utilize one domain discriminator and two classifiers com-
posed of 2 fully connected layers. The dimension of the
discriminator is 100, while the verb classifier is 128 and the
noun classifier is 512 due to different class number. In the
training process, we utilize labeled source data and unla-
beled target data and only use the unlabeled target data in
the testing process. In the first 20 epochs, we only train the
transformer, attention and classifiers, while train the whole
network in the rest 80 epochs. The optimisation is per-
formed using SGD with a momentum of 0.9 and batch size
of 128. A weight decay with 5e-4 is applied for all parame-
ters.

3.2. Experimental Results

Results on the validation dataset. We evaluate our net-
work on the validation dataset first and the results are shown
in Table 1. Our network outperforms the baseline TA3N in
top-1 accuracy for verb by 1.01% and noun by 1.20%. We
also explore the performance of different structures. We
first test the network with 2 fully connected layers (MLP).
We find the accuracy decreases slightly for verb but sharply
for the noun. It shows a very simple network can still learn
the temporal information from these multi-modalities. One
reason is Flow and Audio containing more temporal infor-
mation than spatial information. TA3N utilizes the early
fusion to combine the three modality features and extract
the spatio-temporal information from these combined fea-
tures. However, we apply individual stream to each modal-
ity and utilize late fusion to keep their respective charac-
teristics. We then apply transformers to improve the spatial
information extraction and the result shows transformers in-
crease the top-1 accuracy for noun by 2.78%. Finally, we
add temporal-wise attention, which benefits both verb and
noun top-1 accuracy of 0.75% and 1.83%.

Results for submission. We then train and evaluate our
network on the training and test dataset and the results are
shown in Table 2. Our network outperforms TA3N in target
top-1 accuracy for verb by 1.54% and achieves comparable

3



Team Target Top-1 Target Top-5 Source Top-1 Source Top-5
Verb Noun Action Verb Noun Action Verb Noun Action Verb Noun Action

plnet 55.22
(1)

34.83
(3)

24.71
(3)

81.93
(1)

60.48
(1)

41.41
(1)

63.26
(1)

46.37
(1)

36.27
(1)

88.32
(1)

69.99
(1)

53.96
(1)

M3EM 53.29
(2)

35.64
(1)

24.76
(2)

81.64
(2)

59.89
(2)

40.73
(3)

- - - - - -

chengyi 53.16
(3)

34.86
(2)

25.00
(1)

80.74
(3)

59.30
(3)

40.75
(2)

- - - - - -

tackgeun 51.09
(4)

29.60
(4)

21.19
(4)

75.44
(7)

52.34
(4)

35.12
(4)

- - - - - -

PyKale
(xy9)

48.45
(5)

27.31
(8)

18.56
(7)

77.31
(5)

52.09
(5)

33.47
(5)

60.66
(3)

40.34
(4)

30.41
(4)

85.67
(2)

66.89
(4)

50.91
(4)

... ... ... ... ... ... ... ... ... ... ... ... ...

TA3N 46.91
(11)

27.69
(7)

18.95
(6)

72.70
(10)

50.72
(8)

30.53
(11)

60.52
(4)

44.42
(2)

34.04
(2)

84.81
(3)

67.73
(2)

51.54
(2)

TA3N
SOURCE
ONLY

44.39
(12)

25.30
(12)

16.79
(12)

69.69
(12)

48.40
(11)

29.06
(12)

60.98
(2)

44.07
(3)

33.67
(3)

84.76
(4)

67.50
(3)

51.40
(3)

Table 2. The comparison of accuracy (%) with submission approaches. Numbers in brackets refer to the ranking. Our network xy9 ranks
5th in four target accuracies.

results on other top-1 accuracies. Our network improves the
top-5 accuracy significantly by 4.61% for verb, 1.37% for
noun and 2.94% for action. It’s worth noting that TA3N out-
performs our network on the source accuracy which is the
upper limit accuracy for the target domain. It means even
with the lower upper limit, our network can achieve better
results than TA3N. The limit can be increased by adjusting
the training strategy or selecting better hyper-parameters.

4. Conclusion and Future Work
In this report, we explore to utilize transformer and at-

tention to improve the UDA performance for first-person
action recognition. The results show our network achieve
comparable performance with the state-of-art networks.
However, the performance of our network on the noun is
not good enough. It means our network needs some im-
provements in spatial information extraction. In the future,
we will focus on spatial feature extraction and explore new
strategy to capture spatial information.
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Abstract

In this report, we present a solution to the EPIC-

KITCHENS-100 2021 Multi-Instance Retrieval Challenge.

The task of retrieving relevant videos with natural lan-

guage queries plays a critical role in effectively indexing

large-scale video data. At present, the current dominant

for cross-modal video-text retrieval is commonly achieved

through learning a shared embedding space, that can in-

differently embed modalities. However,all existing works

train the embedding network by considering the inter-modal

constraint to make the semantically-similar texts and videos

much closer to each other and vice versa. Ideally, a good

embedding space should also satisfy the requirement that

similar videos/texts should stay closer. Thus, we argue

that preserving this modality-specific characteristic is es-

sential for learning the embedding space. In this report, we

elaborately design a novel Dual Constraint Ranking Loss

(DCRL), which simultaneously considers the inter-modal

ranking constraint and the intra-modal structure constraint

to preserve both the cross-modal semantic similarity and

the modality-specific consistency in the embedding space.

This novel method allowed us to achieve the 1st place in

the CVPR 2021 workshop of EPIC KITCHENS-100 Multi-

Instance Retrieval Challenge.

1. Multi-Instance Retrieval Challenge

In this report, we present the method that we imple-
mented for the EPIC-KITCHENS-100 2021 Multi-Instance
Retrieval Challenge. This challenge tackles the task of
caption-to-video retrieval. Specifically, given a query ac-
tion segment, the aim of video-to-text retrieval is to rank
captions in a gallery set, C, such that those with a higher
rank are more semantically relevant to the action in the
video. Conversely, text-to-video retrieval uses a query cap-
tion ci 2 C to rank videos. The challenge uses EPIC-
KITCHENS-100 dataset [4]. The EPIC-KITCHENS-100
dataset is an unscripted egocentric action dataset collected

from 45 kitchens from 4 cities across the world. Submis-
sions are evaluated on the test set for action retrieval. This
Challenge uses two evaluation metrics: mean Average Pre-
cision (mAP) and normalised Discounted Cumulative Gain
(nDCG).

2. Motivation

With the rapid growth of user-generated videos, cross-
modal retrieval between video data and natural language de-
scriptions, known as video-text retrieval, has attracted much
attention. Most existing methods [3, 5] adopt the visual fea-
ture to represent videos. However, other rich information
in the videos which is effective for video-text retrieval is
ignored. The video pentathlon challenge 2020 [1] recently
defined a retrieval challenge across five datasets, which con-
siders multi-modal features in the video. Recently, feature
aggregation methods [9, 8, 10, 7] greatly boost the bench-
mark of video-text retrieval, which make use of different
features in videos like object, motion, audio, and caption
on the screen. Moreover, Wray et al. [12] propose to en-
rich the embedding by disentangling parts-of-speech (PoS)
in the accompanying captions.

However, all existing works train the embedding net-
work by considering the inter-modal constraint to make the
semantically-similar texts and videos much closer to each
other and vice versa. Ideally, a good embedding space
should also satisfy the requirement that similar videos/texts
should stay closer. Thus, we argue that preserving this
modality-specific characteristic is essential for learning the
embedding space. In this report, we elaborately design a
novel Dual Constraint Ranking Loss (DCRL) that simul-
taneously considers the inter-modal ranking constraint and
the intra-modal structure constraint. In light of the proposed
DCRL, we can preserve the modality-specific characteris-
tics in the embedding space to further improve retrieval per-
formance. With our method, not only more target videos
can be retrieved, but also similar videos are ranked higher
than other irrelevant videos as they are mapped closer in the
embedding space.

1



Video Space

Text Space

Inter-modal ranking constraint

Embedding Space

Inter-modal ranking constraint

Intra-modal structure constraint

Original Space

Figure 1. Embedding space with (top) and without (bottom) intra-
modal structure constraint. By leveraging the intra-modal struc-
ture constraint, we can preserve modality-specific characteristics
in the joint embedding space (best viewed in color).

3. Method
Our aim is to learn representations suitable for cross-

modal search where the query modality is different from the
target modality. Specifically, we use video sequences with
textual captions/descriptions and perform video-to-text (vt)
or text-to-video (tv) retrieval tasks.

At present, given a video V and a query text T , we try to
create a pair of functions � (V ) and  (T ) mapping videos
and texts into a joint embedding space, in which embed-
dings for matched texts and videos should lie close together,
while embeddings for mismatched texts and videos should
lie far apart. Additionally, a good embedding space should
also satisfy the requirement that similar videos/texts should
stay closer. Thus, we argue that preserving this modality-
specific characteristic is essential for learning the embed-
ding space. In this report, we elaborately design a novel
Dual Constraint Ranking Loss (DCRL), which simultane-
ously considers the inter-modal ranking constraint and the
intra-modal structure constraint to preserve both the cross-
modal semantic similarity and the modality-specific consis-
tency in the embedding space.

3.1. Video Embedding
We extract flow and appearance features using the TSN

BNInception model [11] pre-trained on Kinetics and fine-
tuned on our training set. TSN averages the features from
25 uniformly sampled snippets within the video. We then
concatenate appearance and flow features to create a 2048
dimensional vector per action segment.

3.2. Text Embedding
We map each lemmatised word to its feature vector

using a 100-dimension Word2Vec model, trained on the

Wikipedia corpus. Multiple word vectors with the same part
of speech were aggregated by averaging. Motivated by [12],
we break down the text caption into different PoS tags. In
our experiments, we focus on the most relevant ones for
fine- grained action recognition: verbs and nouns. We ex-
tract all words from a caption for a given PoS tag and obtain
one PoS tags embeds of these words.

3.3. Joint Embedding Learning
In this subsection, we introduce the Dual Constraint

Ranking Loss (DCRL) in detail, which simultaneously con-
siders the inter-modal ranking constraint and the intra-
modal structure constraint.

Inter-modal ranking constraint: Existing works train
the embedding network with the only consideration of the
ranking constraints between modals, which makes the se-
mantically similar texts and videos become closer and vice
versa. While bridging the gap between an anchor and a pos-
itive sample, inter-modal ranking constraint can also max-
imize the distance between an anchor and a negative sam-
ple. The expression of the inter-modal ranking constraint of
a video is as follows:

d (Vi, Ti) +m < d (Vi, Tj) , (1)

where, Vi (anchor) and Ti (positive sample) are the fea-
ture embeddings in the joint embedding space for the i-th
video and text. Tj (negative sample) refers to the j-th text.
d (V, T ) indicates the distance between two feature embed-
dings in the joint embedding space, and m indicates a mar-
gin constant. Analogously, given a text input, we set the
inter-modal ranking constraint as follows:

d (Ti, Vi) +m < d (Ti, Vj) . (2)

In this triplet selection, there are two methods: the bi-
directional max-margin ranking loss (Bi-MMRL), which
calculates for all negatives; and the bi-directional hard-
negatives ranking loss (Bi-HNRL) only the penalty incurred
by the hardest negatives is considered. We adopt the Bi-
HNRL as it has been proved more effective [5].

Intra-modal structure constraint: During the whole
training procedure, if we only utilize the inter-modal rank-
ing constraint, inherent characteristics within each modality
(i.e., modality-specific characteristics) will be lost. To solve
this problem, we devise a novel intra-modal structure con-
straint.

Suppose there are three samples (videos or texts), we can
extract features using the process described in Section. 3.1
or Section. 3.2. Since deep features are not been fed into
the joint embedding network, they can be used measure the
modality-specific similarities. As Fig. 1 show, in the video
space, blue is more similar to purple than green. In the text
space, blue is more similar to sky-blue than yellow. By

2



Table 1. Video-to-Text and Text-to-Video retrieval results on the EPIC-KITCHENS-100 dataset.

Method mean Average Precision (%) normalised Discounted Cumulative Gain (%)
Avg T2V V2T Avg T2V V2T

MLP 38.49 33.99 42.99 48.49 46.92 50.05
JPoSE 44.01 38.11 49.91 53.53 51.55 55.51
DCRL(Our) 44.23 38.49 49.96 53.56 51.83 55.28

leveraging the intra-modal structure constraint in the em-
bedding space, we can preserve modality-specific charac-
teristics after the joint embedding process. The intra-modal
structure constraint between samples is a soft relationship.
When defining the intra-modal structure constrain, we do
not use the margin constant. The expression of our proposed
intra-modal structure constraint for a video is as follows:

d (Vi, Vj) < d (Vi, Vk) , if d
⇣
eVi,fVj

⌘
< d

⇣
eVi,fVk

⌘
, (3)

where Vi, Vj , Vk are the video embeddings in the joint em-
bedding space from i-th, j-th and k-th video, respectively.
eVi, fVj , fVk are the video features from i-th, j-th and k-th in
the original video space. Analogously, given a text input,
we set the intra-modal structure constraint as follows:

d (Ti, Tj) < d (Ti, Tk) , if d
⇣
eTi,fTj

⌘
< d

⇣
eTi,fTk

⌘
, (4)

where Ti, Tj , Tk are the text embeddings in the joint embed-
ding space from i-th, j-th and k-th text, respectively. eTi, fTj ,
fTk are the text features from i-th, j-th and k-th text in the
original text space.

Dual Constraint Ranking Loss (DCRL): Here, we can
propose a simple yet effective ranking loss by the combina-
tion of the inter-modal ranking constraint and the proposed
intra-modal structure constraint.

Assume there are one batch of text-video pairs, we have
N pairs of embedded features (Vi, Ti). Here, Vi and Ti

are the feature embeddings for the video and text in the i-
th text-video pair in the joint embedding space. In light
of the inter-modal ranking constraint, two difference types
of triplets (Vi, Ti, Tj) and (Ti, Vi, Vj) can be constructed,
where i 6= j. For the intra-modal structure constraint,
we adopt two difference types of triplets (Vi, Vj , Vk) and
(Ti, Tj , Tk), where i 6= j 6= k. Taking all these triplets into
consideration, the Dual Constraint Ranking Loss (DCRL)
can be written as:

L =
X

i 6=j

max
�
0, V T

i Tj � V T
i Ti +m

�

+
X

i 6=j

max
�
0, TT

i Vj � TT
i Vi +m

�

+ �

2

4
X

i 6=j 6=k

Cijk (V )
�
V T
i Vj � V T

i Vk

�

+
X

i 6=j 6=k

Cijk (T )
�
TT
i Tj � TT

i Tk

�
3

5 ,

(5)

where, � balance the impact of intra-modal structure con-
straint. The function C (·) in Eq. 5 can be written as::

Cijk (x) = sign
�
xT
i xk � xT

i xj

�
� sign

�
exT
i exk � exT

i exj

�
,

(6)
where xi, xj and xk are the feature embeddings in the joint
embedding space and exi, exj and exk are intra-modal fea-
tures in the original space. As stated above, the intra-modal
structure constraint is soft. Hence, we replace real distance
values with the sign function when introducing the intra-
modal structure constrain Eq. 3 and Eq. 4 to the final loss
funtion.

4. Experiments
4.1. Datasets and Evaluation Metrics

Datasets. To show the effectiveness of the proposed
method, we conduct experiments on EPIC-KITCHENS-100
dataset [4]. As access to the captions are required for both
video-to-text and text-to-video retrieval, the Val set is used
for evaluating this challenge to allow the held-out Test set
for all other challenges to remain intact. We consider all
the videos in Val, and all unique captions, removing re-
peats. Moreover, we also conduct experiments on MSR-
VTT dataset and MSVD dataset in [8].

Evaluation Metrics. We uses two evaluation metrics:
mean Average Precision (mAP) and normalised Discounted
Cumulative Gain (nDCG) in the CVPR 2021 workshop of
EPIC KITCHENS-100 Multi-Instance Retrieval Challenge.
Mean Average Precision (mAP) has also been used for re-
trieval baselines [13, 5] as it allows for the full ranking to be
evaluated. nDCG has been used previously for information
retrieval [2, 6, 13]. It requires similarity scores between all
items in the test set.
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4.2. Implementation Details
Architecture details. We implement video embedding

network and text embedding network as a 2 layer perceptron
(fully connected layers) with ReLU. Additionally, the input
vectors and output vectors are L2 normalised. In all cases,
we set the dimension of the video embedding and text em-
bedding to 256, a dimension we found to be suitable across
all settings.

Training details. The embedding models were imple-
mented in Python using the pytorch library. We trained the
models with an Adam solver and a learning rate of 1e-5,
considering batch sizes of 256. The training in general con-
verges after a few thousand iterations, we report all results
after 4000 iterations. We adopt the Adam optimizer for all
our experiments and the margin of the inter-modal ranking
loss is set to 0.3 and the hyper-parameter � of the intra-
modal structure loss is set to 0.1.

4.3. Performance Comparisons
We compare our proposed method with some existing

state-of-the-art methods to verify the effectiveness.

• MLP: The MLP methods uses a 2-layer perceptron to
project both modalities into a shared action space with
a triplet loss.

• JPoSE: The JPoSE method disentangles captions into
verb, noun and action spaces learned with a triplet loss.

• DCRL(Our): The DCRL method simultaneously
considers the inter-modal ranking constraint and the
intra-modal structure constraint to preserve both the
cross-modal semantic similarity and the modality-
specific consistency in the embedding space. (precise
details in [8])

We can see that our proposed method performs best and
consistently outperforms state-of-the-art methods in both
text-to-video and video-to-text retrieval, which indicates
that the DCRL plays an essential role and obtains a great
performance in the Multi-Instance Retrieval Challenge.

5. Conclusion
In this report, we present a solution to the EPIC-

KITCHENS-100 2021 Multi-Instance Retrieval Challenge.
In this report, we elaborately design a novel Dual Constraint
Ranking Loss (DCRL), which simultaneously considers the
inter-modal ranking constraint and the intra-modal structure
constraint to preserve both the cross-modal semantic simi-
larity and the modality-specific consistency in the embed-
ding space. This novel method allowed us to achieve the 1st
place in the CVPR 2021 workshop of EPIC KITCHENS-
100 Multi-Instance Retrieval Challenge. In our future work,
we will explore domain adaptive cross-modal retrieval task.
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